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1. Executive Summary
The Hand Gesture-controlled Vending Machine (HGVM) is an alternative to in-use and
modern vending machines without the use of touch controls. With the ripple effects of
COVID-19 and increased use of ‘card-only’ machines, keeping ourselves clean of spots
people often touch or grab only makes sense.

Vending machines, however, are operated with either a series of buttons or a touch
screen, one used by any who want to purchase from it. It’s a hotspot of germs and a
perfect jump point for infections and viruses to spread. So, in the place of this risk, we
can instead show a prototype using hand gestures to select a product - cutting down on
this risk significantly while still allowing snack companies an easy way to offer their
products.

This project has a lens system for the camera with object detection linked into it. Then,
once one of the right gestures are made, the desired item was vended for the customer.
This did involve some mechanical elements, but primarily it would be coding a series of
motors to push out the product down the chute - and making sure these motors are
reasonably powered.

For the prototype, we intend to use a selection of three to five snack products for the
machine to hold and allow a user to choose from. The testing did primarily involve
confirming if the hand gestures work - and, following that, if the correct product is
vended out. There also was testing done regarding out of stock snacks, both for the
mechanical components and for the screen communicating with the user.
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2. Project Description and Background
Vending machines have a long history dating back to ancient Greece, where holy water
was dispensed automatically. A great example can be the small brass machines that
dispensed tobacco, located in England around 1615 [1]. However, the modern concept of
vending machines emerged in the nineteenth century. The first commercial coin-operated
vending machines were introduced in London in the early 1880s, dispensing postcards
and books. Over the years, vending machines have evolved to offer a wide range of
products, including snacks, beverages, and even toys and electronics. They became
ubiquitous in public spaces such as offices, schools, and transportation hubs, providing
convenient access to goods. In 2016, there were even vending machines offering Ferraris
and Lamborghinis in Singapore.

There was a point in time where instead of there being coins, vending machines were
accepting notes, making things a tougher challenge in terms of accepting payment. The
earlier version of the vending machine that accepted notes as a payment used a magnetic
tape head style mechanism to detect if a dollar had the correct amount of iron content [2].
During the early 1990s, vending machines had then switched over to using low resolution
digital cameras to verify a note’s authenticity. In today’s times we are even expanding on
the way we’re able to pay for things when it comes to vending machines.

Cash payments have been becoming less and less convenient for the customer, helping
electronic payment options become more popular. In regards to electronic payments, one
form can be through Apple Pay, which allows for a customer to pay for an item by
tapping their iPhone to the reader. Market research projected that by 2020, twenty percent
of all vending machines will be smart machines, with at least 3.6 million units knowing
who you are and what you like [1]; this may not be the case quite yet, but we’re getting
there.

The COVID-19 pandemic significantly impacted the use of vending machines. With
lockdowns, social distancing measures, and concerns about surface transmission of the
virus, people became more cautious about using shared public facilities, including
vending machines. The fear of touching surfaces that might harbor the virus led to a
decline in the popularity of vending machines during the pandemic. Changes in consumer
behavior and preferences during the pandemic influenced the types of products in
demand. With more people staying at home, there was a shift towards online shopping
and delivery services, reducing the need for on-the-go convenience items typically
provided by vending machines.

Additionally, the closure of offices, schools, and other public spaces during lockdowns
resulted in reduced foot traffic and, consequently, fewer opportunities for people to use
vending machines. The shift towards remote work and changes in consumer behavior
also played a role in diminishing the relevance of traditional vending machines. In
response to the pandemic, some vending machine operators implemented touchless
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payment options and enhanced cleaning protocols to address hygiene concerns. People
became more conscious of surface contact and potential transmission of the virus through
commonly touched surfaces. Vending machine keypads, touchscreens, and product
dispensing mechanisms were perceived as high-touch areas, contributing to a reluctance
among consumers to use them. Overall, the impact of COVID-19 on the vending machine
industry was a negative one, leading to a temporary decline in the use of said machines as
people sought alternative ways to access goods while minimizing physical contact with
public surfaces. With the vending machine industry facing many challenges during the
pandemic, it managed to prompt new and different innovations.

2.2. Motivation
The motivation behind the HGVM stems from a proactive approach to address health and
hygiene concerns, particularly in the context of illnesses like COVID-19. This innovative
design aims to minimize the risk of virus transmission by reducing physical contact with
surfaces, such as touch screens or keypads, which are commonly associated with the
spread of germs. The primary focus with this project is to provide users with a touchless
and contact-free experience. With customers being able to make selections and complete
transactions using hand gestures, the vending machine did minimize the risk of bacterial
and viral transmission, promoting a safer and more hygienic environment.

The HGVM is able to adapt to the realities of the pandemic. With the many challenges
faced by the pandemic, this idea of design represents an adaptive solution to align with
changing consumer behaviors and concerns. These changes in particular cater towards
individuals who prioritize safety and hygiene in their interactions with public spaces. The
integration of contactless payment options has also been a considerable factor in the
HGVM adapting to the realities of the pandemic. Not only does this align with the
growing trend of cashless transactions but also provides users with a comprehensive
touch free experience from product selection to payment. Another critical aspect
stemming from the HGVM is convenience and accessibility. This particular technology
caters to individuals who may have concerns about using traditional vending machines
due to hygiene concerns or those who prefer a quick and seamless transaction process.

Additionally, one must consider the operational efficiency of a machine with fewer
mechanical components versus its competitors. We believe that there would be reduced
wear and tear and maintenance on the machines; by having fewer physical components
such as buttons, the machine would have fewer points of mechanical wear or failure,
meaning the vending machine should require less maintenance compared to other, more
traditional vending machines. With all of that in mind, this would result in improved
operational efficiency, reducing downtime and costs associated with repairs.

Another huge motivational point to look at is the public perception in regards to using
hand gestures over buttons or touchscreens. Public perception plays a huge role in
building a brand; it is heavily influenced by the efforts businesses make to address health
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concerns. By choosing a more complicated technology and software in the place of
traditional means, this allows an opportunity to show the commitment to the wellbeing of
customers over profit, demonstrating a proactive approach to maintaining a safe and
hygienic environment.

Some of the things mentioned further aid in building a brand for a company. Being in this
particular era where health and safety are even greater concerns, by offering a touch free
experience this would align with evolving expectations for clean and secure
environments. We believe that this allows for trust to be built between a customer and for
instance the company of the HGVM. The post pandemic has shifted the way people
perceive public spaces and shared amenities. The HGVM can become a symbol of
adaptability and responsiveness to current and future health challenges.

2.3. Goals and Objectives
Our overall goal for this project is to create a completely hands-free vending machine that
utilizes object detection of hand gestures and a card reader to select the desired item. This
machine is expected to be plugged into a standard electrical outlet, and due to its small
nature as a prototype, set onto a table or countertop. The prototype should be a sufficient
proof-of-concept for a hands-free vending machine.

Our basic goals are our absolute bare minimum. This machine must have a screen display
that turns on when a person enters vicinity of the motion detection. Additionally, the
vending machine needs to be able to take in information from a camera system and
output commands to the system. If the system detects a customer, the output should be
turning all the lights on in the vending machine, including the ones that illuminate the
items and the lights on the display. If the system detects a gesture being made, it should
then show the product in question on the screen and a confirmation message. If the
customer gestures in agreement with the confirmation, it is ‘locked in’ for their purchase.
If they gesture in disagreement, it does return to the selection process. Finally, the
machine must be able to dispense the selected snack after ‘payment’ with a dummy card
reader. To achieve these goals, our basic objectives are to pick a sufficient motion
detector, camera and lens system, and the right learning algorithm to use in the process.
We did also need to determine the right motors to use for both power use, needed
rotational speeds, and size.

Our advanced goals are for alternative payment methods - specifically, the use of exact
change cash and coin - and to increase the number of vended items from three to four. To
achieve this, however, we did require additional research, software coding, hardware
management, and likely some readjustment of spacing within the machine itself.

Our stretch goals are variable; they include a possible disability-oriented companion app,
the ability to house cold drinks alongside snacks, and to use an alphanumeric system (A1,
A2, B1, B2) with an increased number of snacks within the device. Accomplishing these
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each have their own extreme needs, however. For the companion app, there would be a
significant increase in software workload and additional hardware elements necessary to
connect the app to the device. For cold drinks, it would require insulation and a sufficient
cooling system - in the case we do choose to do this, the complexity of the device would
increase, but also make for an impressive final result. For the alphanumeric selection
process, it would require more gestures for the object detection to notice, as well as a
guide to show users the signs for the necessary letters.

2.4. Requirements and Specifications
In order to succeed with this project and accomplish as many goals and objectives as
possible, we must start with a baseline. Our baseline - the requirements and specifications
- are not particularly extensive, but every single one counts. Without taking these
requirements and specifications into account, we actively ignore both the realistic
limitations which we must be able to work around and any finer details of the device,
resulting in an incompatible, impossible design that would not work.

When it comes to hardware, our requirements are many. First and foremost, our voltage
requirements must remain within the one hundred and twenty volt (120V) standards of a
traditional outlet - though due to the smaller nature of the prototype, we did be making
such a requirement much more stringent: we must keep the voltage usage of the device
within fifteen volts (15V). Additionally, we must keep the device within realistic
operating temperatures; the use of an object detection algorithm with a consistent frame
rate did result in significant heat from the AI development kit which we choose to work
with. This runs the risk of damaging the components or ruining the food which did be
held within the device, so as an additional restriction we intend to cool the AI
development kit at or under ninety degrees fahrenheit - or thirty-three point three degrees
celsius.

Additionally, less stringent hardware specifications involve reasonable sizing and weight
for the machine, as well as keeping the initial development of the device within a small
budget. For size, we expect it to be within a two foot by two foot by two foot cube -
though likely smaller. For weight, it should weigh in at around twelve kilograms or less.
For cost, we would like to keep it as cheap as possible, though for the moment that
estimate rests somewhere around the six hundred to seven hundred dollar ballpark
($600.00 - $700.00).

When it comes to software requirements and specifications, the list is shorter but just as
significant if not moreso. First, it must be coded in a language that the Computer
Engineers of the team - Jhamori and Logan - are either skilled with or already somewhat
proficient in prior to Senior Design. This is to mitigate unnecessary work given our
limited amount of time. Second, the object detection must be accurate enough to limit the
frustration of the users - somewhere around 80% accuracy or higher would be necessary
given the nature of the machine being prototyped.



Project Documentation Group 1 6

Included is a table of specifications - see Figure 2.4.1 - which is intended to help
succinctly cover the requirements of the device as a whole. Of note are the rows bolded
with red and orange; these are our critical requirements for the vending machine.

Overall Machine Requirements

Maximum Outlet Voltage and Amperage 15V, 10.5A

Operational Temperature < 90°F / < 33.3°C

Size ≤ 2’ x 2’ x 2’ / ≤ 61cm x 61cm x 61cm

Weight ≤ 26.5lb / ≤ 12kg

Cost ≤ $700.00

Coding Language CpE must be at least familiar with it

Gesture Detection Accuracy ≥ 80%

Response Time < 15s

Motion Activation Accuracy ≥ 80%

Figure 2.4.1: Table of Overall Machine Requirements

Additionally, we have put together a House of Quality within Figure 2.4.2; this portrays
both the engineering requirements and the marketing requirements for the product, and is
intended for the ease of comprehension with regards to our priorities and their respective
hypothetical tradeoffs.
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Figure 2.4.2: House of Quality.

2.5. Block Diagrams
The various work for this project was split according to the respective majors of our
team. Jhamori Williams-Austin and Logan Terrell are both computer engineers; it was the
two of them working on the machine learning algorithm alongside the code that was put
into the microcontroller unit for the motor and screen UI control. As the sole photonics
engineer, Hussein Shelleh did handle the motion detectors and the lens system with
which the camera system did use. Finally, both Hussein and Tyler Bornemann, as the
electrical engineers, did work on the outlet voltage regulation, PCB development, stock
checking, and motor controls. To better show how this would be applied, figure 2.5.1
offers a demonstration. Additionally, figure 2.5.2 offers a more in-depth coverage of the
device hardware, and figure 2.5.3 the same for software.
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Figure 2.5.1: A pathway representing the group’s individual roles and device ‘action
path’.

Figure 2.5.2: Hardware Diagram with group’s divided Hardware workload.

Figure 2.5.3: Software Diagram with the group’s divided workload.



Project Documentation Group 1 9

3. Related Project Research
The use of technologies for the sake of vending is surprisingly storied and varied, as are
the technologies used to accomplish it. These technologies are or were once available
commercially, meaning we have significant information regarding the underlying
mechanics. Taking a look at this history and information did be the best way for us to
determine the internal style of the machine - which did furthermore influence the
individual components.

3.1. Vending Machines and Related Technology
The purpose behind the HFVM is, simply put, to make a vending machine with a
different method of input. This does not mean that the insides of the vending machine are
irrelevant; if anything, it makes the internal components all the more critical to research
and study. There are dozens of styles of machine over the centuries, however - from ones
powered by the weight of a coin and water to others using a two-axis control scheme to
pull products.

Researching each major style of vending machine, or just similarly styled mechanics,
could prove fruitful for determining the internal design. This is especially important
given the lack of a mechanical engineer in our group - it further influences the design we
seek out. Namely, simplicity and cheapness are the absolute most important parts for our
chosen vending method.

3.1.1. Manual Analog Vending
A significant number of vending machines make use of quarter-based, insert-and-turn
mechanisms in order to dispense a singular product, or in some cases, several small
products. This is accomplished with one to two coins and a small handle that the user has
to twist; the twisting motion is unlocked by the coin insertion, and is connected with an
internal gearbox that releases the product or bulk products via a small chute. This style of
vending machine has been around since the late 1800s, though the accreditation to the
first company to use it is unfortunately unknown [3]. These machines initially didn’t take
quarters, but instead pennies or nickels.

In the modern day, we still see these machines frequently. Gumball machines, candy
dispensers, capsule toy dispensers, and ‘Gachapons’ (Japanese capsule machines) all use
this style of manual turn mechanism. There is a key issue that the mechanism is manual
for our design concepts, but there are still multiple things of interest that we can take
away from these designs.
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Figure 3.1.1.1: Single-Quarter ‘Bulk Vending’ Machines.

One of the key takeaways from this style of vending machine is the focus on product
shelf life and small-scale construction. Both of these are important to our prototype
design, though the former is less important than the latter. We must keep our design
relatively small, and these manual mechanical designs are a good reminder of just how
small vending can be. Additionally, the ‘chute’ is of interest to us; given the nature of the
design being a prototype, there were little to no ‘anti-theft’ features. As such, we’d likely
make use of a ‘bowl’ attached to a chute near the bottom in the place of a more
mechanically advanced pulley flap.

3.1.2. Automatic Analog Vending
For the most part, however, manual vending has been phased out in favor of automated
vending systems. In other words, there is no need for physical effort beyond selection and
payment - the machine does the work for you. This style of vending machine is actually
significantly older than manual vending - albeit using water and the weight of a coin
rather than electricity. In the times of the late Roman empire, estimated to the first
century AD, there were machines used to dispense wine and holy water using the weight
of the coin as a counterweight, pouring until the weight is balanced - then snapping the
level back into place [4]. Counterweight-based vending machines have lasted beyond
that, as well - up until only around the late nineteenth century.
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Modern forms of automatic vending machines instead make use of electricity and motors,
though with this increased complexity also comes several advantages. The most
significant advantage automatic vending systems have over manual vending systems is
the ability to offer multiple products from the same singular machine. Manual vending
attempts to minimize this with multiple machines in parallel (see Figure 3.1.1.1 in the
prior section for visualization) but a significant amount of space tends to be wasted in this
process.

The means which these machines use for automatic vending varies from one to another.
However, three forms of vending are most common. The first of the two is the use of a
spiral attached to a motor - called a spiral motor in the vending industry - which spins to
push products out. The second is usually for drinks, using a piston to push the item
through a sloped choke point of plastic; without pressure, it would be too small for the
drink to get through. The third is a modernized variant of the second, often seen in the
newest models of drink vending machines. Instead of just using a piston, it also uses a
motorized ‘lift’, which moves to where the drink was pushed out from. This minimizes
jostling of the drink contents - a particularly good benefit for sodas.

There are several more takeaways from automatic analog vending versus its manual
counterpart. Most important of them is the use of automation itself. The less the customer
has to do with the machine in order to obtain the product, the less risks of misuse or
improper wear and tear did pop up. Additionally, the automation itself also decreases
points of contact - which is critical when it comes to the sort of design we are intending
to produce.

3.1.3. Automatic Digital Vending
Even now, there have been further iterations on the vending machine that one can see.
Namely, the use of touchscreen technology and tap-to-pay card readers. These
technologies are relatively recent in the scheme of things, and significantly change the
internal mechanisms when it comes to selection and payment for vending. Namely, the
introduction of the need for more complex microcontrollers, as well as a need for an
internet connection to facilitate the use of credit card payments.

This need for internet interfacing is both an upside and a hindrance, in truth. On one
hand, by making use of internet connectivity, the vending machine can allow for
payments via card - which most people tend to carry in favor of physical cash in the
modern day. On the other hand, this effectively cripples the areas of operation said
vending machines can work in - as without internet access, card payment becomes
inaccessible. Not all places have wide-spanning internet networks like colleges or
universities do, and not many places would put up the effort in connecting vending
machines to a private network - especially if simpler vending machines would do the
trick. As such, the demand for these machines is less than that of their analog
counterparts.
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There is still something of worth to learn from these machines, for this proof of concept.
Specifically, the use of credit card tap payments. Unlike effectively all other forms of
payment, tap payment has the least contact and no actual human contact onto the reader
itself. This is significant for our design, and is as such something that was incorporated
into it. At the same time, the same constraints other automatic digital vending machines
possess did apply.

3.2. Optical Components
There are several critical optical components for this design, each with their own
specialized purposes. First, there is the external infrared motion sensor, which did be the
means to activate the camera system and object detection kit. Second, there are the
optical lenses, which are intended to create a field of focused imaging that does allow for
a sufficiently large image - but without wasting significant view space. Third, there are
the infrared transmitters and receivers for stock-checking the products, which did keep
customers from selecting a stock-free option.

3.2.1. Optical Motion Sensor
Photodetectors, also known as photosensors or light sensors, are sensors capable of
detecting electromagnetic radiation. There are hundreds of applications for
photodetectors, from power generation in solar panels, to automatic lighting, to
photoresponse and photochemistry, to disability aids and more. Critically, photodetectors
are used in data-dense storage technologies like compact disks (CDs) and compact disk
read-only memory (CD-ROM), forming a backbone of optical data storage technology.

Some photodetectors are built with specific controls or data-management programs that
can be used in conjunction with a desktop in order to get precise, high-quality data. These
photodetectors, however, are fairly large and exceedingly expensive. Used high-quality
data-measuring photodetectors go for over seven hundred dollars at the cheapest,
increasing in price based on the specific operational range and the company which
produced it. This is not what we want; our goal is to simply identify if there are sufficient
optical emissions reaching it - this is to check if a person has come into range of the
photodetector.
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Figure 3.2.1.1: Close-up of a Photodetector salvaged from a CD-ROM. The three black
squares in the center are Photodiodes.

For this project, we did not use such complicated or expensive photodetectors. Instead,
we made use of a much simpler form of them - motion detection. Infrared motion sensors
are a type of photodetector, one focused in the infrared - or IR - range of wavelengths. It
works by measuring the incoming infrared light within its viewing range, looking for
shifts in the black-body radiation emitted [5]. These kinds of photodetector usually
operate with a Positive-Negative (P-N) Junction semiconductor, which converts the
emitting photons into electrical current. This is accomplished via the photon energy
forming electron-hole pairs in the depletion region of the P-N Junction. Certain forms of
solar cell also make use of this form of photodetector.

When it comes to the Hand Gesture Vending Machine, the photodetector was mounted on
the outside of the vending machine and used as an activator - when someone came within
range of the photodetector, it did turn on the screen, camera, and the AI development kit.
As such, there are a few factors we’re specifically looking at. On the top of the list of
factors is the range of operation - both in distance and in angle. Second to that is the
power usage - if the voltage and current requirements are too high, then we cannot
comfortably make use of the infrared photodetector. Lastly, we want to be careful
regarding the size of the photodetector itself; if the photodetector is too large, mounting it
would be extremely difficult.

The first photodetector we are considering is one the team has previous experience in: a
HC-SR501 Arduino photodetector [6]. The HC-SR501 is a small, wide-angle infrared
reflective-type sensor that is both low-power and cheap to purchase. The sensor can also
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be manually adjusted for sensitivity and range. However, with our previous experience
comes the problem that the HC-SR501 is not very accurate.

The second photodetector we are considering is simply removing a photodetector from a
door sensor. In this specific case, a Dioche Universal Wired Microwave Motion Sensor
Detector [7]. Unlike the other options in this comparison, this photodetector is not
operating in the infrared spectrum - instead, it’s operating in the microwave spectrum.
This change allows for significantly less electromagnetic noise from interfering signals,
and for increased sensitivity. The cost for that, however, is an increased size, power cost,
and actual cost.

The final photodetector we are considering is the E18-D80NK adjustable infrared
proximity sensor [8]. This specific photodetector is more expensive than the HC-SR501
photodetector, but significantly cheaper than the Dioche microwave motion sensor. This
is also the middle option for its size - larger than the HC-SR501 but smaller than the door
sensor. However, it also has a fairly small angle that it can detect from.

Component HC-SR501
Arduino PIR

Motion Sensor [6]

Dioche Universal Wired
Microwave Motion
Sensor Detector [7]

E18-D80NK
Adjustable Infrared

Proximity Sensor [8]

Sensitivity High Very High High

Approximate
Size

1” x 1.5” 1.5” 6.2” x 4.5” x 2.4” 3” x 1” x 1”

Electrical
Noise

Moderate Very Low Low

Operating
Voltage

5-20V 24V 5V

Active Range 3m 2.5m 3cm - 80cm

Active Angle 120° 30° ~10°

Peak
Wavelength

N/A ~12mm N/A

Shipping
Time

None Days Days

Cost ~$3.00 ~$30.00 ~$7.00

Table 3.2.1.1: Comparison of Infrared Photodetectors.
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The final decision came down to a few key factors. Concerns of steering too far from
more common optical frequencies, the large size and high power needs left us choosing to
forgo the Dioche microwave motion sensor, which left the HC-SR501 PIR sensor and the
E18-D80NK proximity sensor. The higher electrical noise and too-wide active angle of
the HC-SR501 PIR sensor leads to a high chance of incidental activations - which is a
major concern. As such, we did use the E18-D80NK proximity sensor as our
photodetector for this project.

3.2.2. Optical Lenses
Lenses are transmissive optical devices, which refract light and warp the perspective of
an observer. This allows for the resulting view to be bigger and smaller, warped, or
skewed based on the lens and its position related to the observer. Lenses are used in all
sorts of applications, and have been in use for thousands of years [9]. From eyesight
correctives and image projectors to telescopes and magnifying glasses, even to screens
and antennae, lenses have had an impact across all sorts of fields of study [10].

Figure 3.2.2.1: An example of how Lenses - in this case, a Convex Lens - can warp an
image.

For the purpose of this project, however, we need lenses in order to form an optical
system specifically intended for both a relatively small field of view and a close-range
field of view. Without these lenses, the camera for the object detection system was unable
to observe the gesturing hands. With this in mind, there are certain circumstances that
must be considered.
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Lenses come in all sorts of materials, manufacturers thicknesses, sizes, and price ranges -
which are all important to consider. The most significant factor, in truth, is cost; optical
lenses for personal use tend to be priced anywhere between thirty to a hundred and
twenty dollars for singular lenses based on their size, material, and other circumstances.
Cost aside, there is also the material of the lenses themselves to consider. There are three
commonplace materials for lenses that would be best for our uses. These are Fused
Quartz, N-BK7, and N-LASFN9.

The first material to consider is fused quartz. Also known as fused silica, this material is
often a synthetic form of amorphous silicon dioxide rather than natural SiO2, and is
considered extremely pure because of it [11]. Unlike most other forms of optical lens
material, fused quartz does not have any additives or additional materials put into the
final lens creation. While this has an advantage in minimal warping from temperature, it
has a downside of being less durable versus most lens options. These styles of lenses are
also fairly cheap due to their material cost.

The second material to consider is N-BK7. N-BK7 is a variant of borosilicate glass,
which is a type of glass that is primarily made of silica and boron trioxide [12].
Borosilicate glass is most commonly used as a material in reagent bottles and laboratory
flasks, as well as household glassware such as food storage. This specific variant of
borosilicate glass is borosilicate crown glass. Crown glass is specially-made for optical
components, with a lower dispersion value and a relatively low refractive index. These
lenses, similarly to the fused quartz lenses, are relatively cheap to produce.

The final material to consider is N-LASF9. N-LASF9 is a special type of flint glass that
is primarily made of lanthanum - the fifty-seventh element and a metal in the periodic
table [13]. Flint glass is effectively the inverse of crown glass; where crown glass has low
dispersion values and a low refractive index, flint glass has high dispersion values and a
higher refractive index. Additionally, in using lanthanum for the lens creation, the costs
of these lenses tends to be significantly higher than the other two options.
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Name Fused Quartz [11] N-BK7 [12] N-LASF9 [13]

Wavelength Range 195-2100 nm 380-2100 nm 380-2500 nm

Index of Refraction 1.46019 1.51886 1.8

Surface Quality 20-10 40-20 40-20

Abbe Number 67.4 64.17 32.20

Density 2.51 2.51 4.44

Young’s Modulus (GPa) 73 81.5 104.6

Shear Modulus (GPa) 31 34 40

Coefficient of Thermal
Expansion

0.52 7.1 7.4

Relative Cost Low Low High

Table 3.2.2.1: Comparison of Optical Lens Materials.

While there is the option to simply use multiple types of lenses, there is no real need to
overcomplicate the design here - as such, we did solely be using N-BK7 borosilicate
crown glass for the chosen lens material. Its relatively lower cost is a significant factor, as
are its superior durability and surface quality. The slightly decreased abbe number
(meaning increased dispersion) is a worthwhile tradeoff, overall.

There is another point to consider, material selection complete. Namely, the best optical
manufacturer to pick from for our project. The biggest consideration here is cost - the
cheaper these lenses can be obtained, the better. The simplest way to handle this is to
determine the necessary lenses for the optical system based on available lenses, then
check the respective stores of several optical manufacturers in order to compare which
ones have the cheapest overall cost. At an initial glance, it seems that the best options are
Edmund Optics and ThorLabs for purchasing our future optical lenses.

3.2.3. EM Transmitter and Receiver
Transmitters and Receivers are an old technology. In the past, we used simple fire in the
night to signal others - the fire is the Transmitter, and our eyes the Receiver. But as times
changed, we came to develop a much more advanced modern transmitter:
radiowave-based communications. From here, modern transmitters and receivers evolve
in all sorts of directions.
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A transmitter, put simply, sends a signal of some kind through air or vacuum. A receiver,
on the other hand, seeks out a specific signal. The underlying concepts can be compared
to a mouth and an ear - one is speaking, and one is listening. This idea remains the same,
regardless of the wavelength, but the means to accomplish it change. In the case of this
project, we did use the infrared portion of the optical spectrum. The purpose for these
transmitters and receivers is simple: they were checking for a product’s availability. If it
is available, the receiver will be blocked by one of the products. If the product is out, the
receiver did catch the transmitter’s signals and inform the microcontroller. This did stop
customers from incidentally succeeding in purchasing a product that is out of stock.

Figure 3.2.3.1: An example of a commonplace Infrared Transmitter: a Television Remote.

When it comes to these transmitters and receivers, there are three critical factors we are
considering. The first is size - if they are too large, then they might get in the way of
product vending, or in avoiding that lead to a larger prototype size. The second thing to
consider is cost. To help mitigate financial burden and emphasize the affordability of the
design, we must avoid costly components unless they are deemed necessary where
possible. The final critical factor is power usage. We do not want to overwork the
microcontroller or power supply if we can help it, and being mindful of the power draws
needed is the best way to avoid it.

The first transmitter-receiver pair to consider is making use of independently-set infrared
Emitter LEDs and Receivers - like the EAILP05RDDB1 Infrared Emitter and the
LUCKYLIGHT LL-503PDD2E Infrared Photodiode [14, 15]. These emitters and
photodiodes are simple individual diodes, one an LED and the other a photodiode; this
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extremely small size would allow for ease of placement within the vending machine.
Using the diodes alone also makes for an extremely cheap price point. However, these
diodes coming alone is an advantage as much as it is a risk; the required resistors and
capacitors have to be calculated and set into place in the PCB.

The second transmitter-receiver pair to consider is the HX-35 Infrared Transmitter and
HX-M121 Infrared Receiver [16]. This is extremely similar to the first option, except it
forgoes some of its smaller size and price in exchange for being prepared with the
required components in advance. These are still relatively small and cheap, with the price
increase mostly being a matter of convenience and current control. This larger size could
cause issues with incidentally blocking the path of products or increasing the overall size
of the vending machine, but with careful mounting of the components, that should be
avoidable.

The final transmitter-receiver pair to consider is one with a much higher frequency than
the other two - a three hundred and fifteen megahertz (315MHz) Radio Frequency Kit, in
fact. This comes with a unique advantage of being able to hide the sensors within the
shell of the vending machine rather than having them partially exposed - but it similarly
comes with risks of the aluminum of the snacks being insufficient to diffuse the
wavelengths of the kit. These transmitters and receivers are also notably larger and more
expensive than the other options.

Name EAILP05RDDB1 /
LL-503PDD2E [14, 15]

HX-35 /
HX-M121 [16]

315MHz Radio
Frequency Tx/Rx Kit [17]

Size ~0.2” x 0.2” x 1” 1.5” x 1” x 0.5” ~3” x 0.5” x 2”

Operating
Voltage

1.2V - 1.5V / 0V 5V / 5V 3.5V - 12V / 5V

Operating
Range

Up to 5m Up to 10m Up to 200m

Operating
Wavelength

850nm - 1050nm 850nm - 940nm N/A

Peak
Wavelength

940nm ~900nm ~95.2cm

Cost ~$0.50 Per Pair ~$2.00 Per Pair ~$6.00 Per Pair

Table 3.2.3.1: Comparison of Infrared Transmitter-Receiver Pairs.



Project Documentation Group 1 20
On the offset, the three hundred and fifteen megahertz (315MHz) Radio Frequency Kit is
both too risky and too far from what would be considered common optical frequency; as
such, we stopped considering it as an option. Following that, it was difficult to decide
which of the two remaining options we should go with. On one hand, working solely with
the EAILP05RDDB1 and LL-503PDD2E diodes allows the most flexibility in the
internal design of the Hand Gesture Vending Machine, which would be amazing to take
advantage of. On the other hand, we are limited on time and resources - especially given
our decreased time in the summer semester - so minimizing testing and workload with the
premade HX-35 and HX-M121 components is an equally significant boon.

With both of these factors in mind, we had decided on the HX-35 and HX-M121 Infrared
Transmitter-Receiver pair. We came to the conclusion that having more time to perfect
the rest of the prototype would be more advantageous to us than simplifying the internal
design - as the aesthetic, while nice, is simply not significant to the functionality.

3.3. Electronic Components
The electronic components within the Hand Gesture Vending Machine are some of the
most important to the project; half of the team is made up of electrical engineering
students, after all. As such, this specific subsection contains the most components of
interest out of our related project research. First, there is the power supply. With the Hand
Gesture Vending Machine being plugged in, a power supply is a must-have component to
control electrical flow into the microcontroller and the other components. Second, there
are the fans - which are necessary for cooling the AI development kit both during and
after operation. Third, there are the four motors; these were used to push products within
the vending machine, much like many vending machines on the market. Fourth is our
selection of simple LEDs. This did allow for an affordable and out-of-the-way lighting
option that won’t be power-hungry. Fifth is the RFID reader, which mimics a card reader
for the purpose of our prototype. Sixth is our screen, which can be used to visualize the
selected product after hand-gestures - and show when a customer needs to pay.

3.3.1. Power Supply
In the United States, standard household electrical outlets typically provide an AC power
at the voltage of around one hundred and twenty volts RMS at a frequency of sixty hertz
[18]. Power supplies designed for use in the US are built to accommodate these voltage
and frequency specifications. Most electronic devices operate on lower DC voltages, so
the power supply needs to convert the higher AC voltage to the required DC voltage
through a process of rectification and regulation.
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Figure 3.3.1.1: Full Wave Bridge Rectifier in LTspice.

The full wave bridge rectifier is the first step to converting AC to DC by using four
diodes. It is a combination of two simple half wave rectifiers to utilize both halves of the
AC input voltage waveform [19]. In the positive half cycle D3 and D4 are in reverse bias
and the current flows through D1 and D2 to VOUT. Then during the negative half cycle D1
and D2 are in reverse bias and the current flows through D3 and D4. The current is
always going through the load in the same direction. This creates the rectified output
waveform in Figure 3.3.1.2.

Figure 3.3.1.2: Full Wave Bridge Rectifier simulation in LTspice. The green line is the
positive side of the voltage source with the probe reference on the negative side of the

voltage source. The red line is the output of the full wave rectifier.

We can then put a smoothing capacitor in series with the load to smooth out the rectified
output. The capacitor is charged to the peak voltage of the output DC pulse then
discharges filling gap between pulses turning the rectified output into something closer to
a DC output. Figure 3.3.1.3 shows the full wave bridge rectified with the parallel
smoothing capacitor in parallel with the load.
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Figure 3.3.1.3: Full Wave Bridge Rectifier with smoothing capacitor simulation in
LTspice.

Following our rough estimates from our overall machine requirements, in our overall
machine requirements, we had a maximum outlet voltage and amperage of fifteen volts
and ten and a half amps. One of the key features we want is to have the machine plug
straight into the wall. We do not want to have multiple small power supplies connected to
a power strip adding more points of failure, not to mention bad practice. You won’t see
your refrigerator having a power strip built in for your ice maker. In doing so we add
simplicity to our machine and give ourselves ample opportunities to have sufficient PCB
design.

When you look up power supplies on Google, the first result is about power supplies
made for computers. There is an entire industry built around power supplies meant for
render farms, servers, and computer gaming. Millions of people who build their own
computers by picking out components have created a demand for companies to put out a
variety of power supplies. These power supplies have different form factors, wattages,
noise level, and efficiency. There are also power supplies meant for the server space; high
wattage power supplies that have no need to be quiet. However, these power supplies are
highly specialized being plugged into computer components. Even though we can find
documentation for these power supplies, it is easier for us to have a power supply that
isn’t built for one purpose.

One of the potential power supplies on the market was a ALITOVE 24V 15A 360W
Power Supply [20]. There is also a chance that someone could come into contact with the
exposed wire or contacts and hurt themselves. This power supply is designed to be
installed inside of equipment. Since we are only working on a prototype, things did move
around constantly. Picking another safer option would be the better choice. Though using
it in a finished project would be a good use case for this product.

The TRIAD WSU240-100-R is one of the cheapest options with twenty-four volts at
$13.32 [21]. However, the maximum current is only one amp. Even with a buck
converter increasing the current while lowering the voltage, it would be difficult to have
sufficient current to control all of the components. One of our main goals is to have our
device powered by a generic wall outlet with only one connection to the wall; to use this
power supply, we would likely need to use multiple. We could achieve that by using a
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power strip mounted inside of the machine, but that runs the risk of electrical issues - or
even a fire.

Our followup option was to seek a higher amperage power supply with the same voltage.
This led us to the ALITOVE 24V 6A 144W [22]. Similar to the TRIAD, it also has an
enclosed casing with just a smaller inner diameter barrel connector. These are smaller
wall adapters called barrel connectors or barrel jacks; the TRIAD WSU240-100-R and
the ALITOVE 24V 6A 144W use them, and they are fairly commonplace. Specifically,
they are commonly used in laptops, routers, LED lighting systems, and audio equipment.
The cylindrical shape of the connector also ensures a stable connection.

As an advantage, barrel connectors come in various sizes. We can source barrel jack
connectors and incorporate that into our PCB so we can have an easily removable power
supply, something we could have not done with the ALITOVE 24V 15A 360W so easily.
Our two options have differing inner diameters so picking the right female counterpart for
our board is important.

Name ALITOVE 24V 15A
360W [20]

TRIAD
WSU240-100-R [21]

ALITOVE 24V 6A
144W [22]

Input
Voltage

[AC] 110V, [DC]
220V

[AC] 100V, [DC]
240V

[AC] 100V, [DC]
240V

Maximum
Output

[DC] 24V, 15A [DC] 24V, 1A [DC] 24V, 6A

Connector None Barrel connector
5.5mm x 2.1mm

Barrel connector
5.5mm x 2.5mm

Safety
Concerns

Exposed contacts are
potentially dangerous.

Enclosed casing
prevents contact with
live components.

Enclosed casing
prevents contact with
live components.

Cost $23.99 $13.32 $23.99

Table 3.3.1.1: Comparison of Power Supplies.

After some consideration, we have decided to use the ALITOVE 24V 6A 144W power
supply. The ALITOVE 24V 15A 360W power supply, both lacking a connector and
having exposed contacts, was something we decided was too risky to attempt and hotwire
for our own uses. On the other hand, the TRIAD WSU240-100-R has too low a current
output; as such, we could not use that power supply either. Through the process of
elimination and convenience, we arrive at the ALITOVE 24V 6A 144W power supply.
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3.3.2. Converters
None of our components have the same voltage requirements so we did need a way to
safely provide power to each component without damaging them. To do that we did abide
by each of the component’s manufacturer’s provided user manuals. Decreasing the
voltage could be achieved with two resistors by voltage divider or using a voltage
regulator but those methods dissipate heat. Dissipating power by heat significantly hurts
the efficiency of our device. It is wasted energy. To avoid that we can use something
called a buck converter or also called a step-down converter.

Figure 3.3.2.1: A Buck Converter in LTspice.

A buck converter is a DC-to-DC converter that decreases voltage, while increasing
current. Figure 3.3.2.1 is the schematic of the buck converter built in LTspice. LTspice is
a widely used circuit simulation software developed by Linear Technology Corporation.
The capacitor maintains a relatively stable output voltage across the output resistor. The
output resistor represents the component we are supplying power to, like our
microcontroller or single board computer. The voltage controlled switch is controlling the
duty cycle of the input. The actual circuit was controlled using a timer integrated circuit
like a 555 timer IC. When the switch is closed, current does flow from the source through
the load resistor, inductor, and capacitor. With some energy being stored in the inductor
and capacitor. The diode is off in reverse bias mode.

When the switch is opened after being closed for some time, the inductor does become a
current source resulting in the diode being on in forward bias mode. The inductor and the
capacitor did discharge themselves through the load resistor. Then by adjusting the duty
cycle of the input, we can adjust the output voltage of the circuit. The duty cycle is the
percentage that the switch is closed over the period.



Project Documentation Group 1 25
𝑉

𝑂𝑈𝑇
= 𝑉

𝐼𝑁
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Figure 3.3.2.2: Formula for Voltage Output (VOUT), given Voltage Input (VIN) and the
Duty Cycle (D) assuming 100% efficiency [23].

For example, a component that requires nine volts would be damaged from a twenty-four
voltage source.. A buck converter can then be used to take the twenty-four volts from the
power supply and step it down to around nine volts that the microcontroller needs with a
duty cycle of 37.5%. Using LTSpice, below is the result of simulating the buck converter
seen in Figure 3.3.2.1.

Figure 3.3.2.3: Buck converter simulation in LTspice. The green line is the input voltage,
and the blue line is the output voltage.

As per Figure 3.3.2.3., the output voltage is in the voltage range of our microcontroller.
From the one hundred and twenty volt AC wall outlet to twenty-four volt power supply to
buck converter, the board is being supplied the power it needs to operate safely. The spike
seen at the start in the Figure above can then be dealt with a voltage regulator. Inversely,
a boost converter or a step-up converter is a DC-to-DC converter that increases voltage,
while decreasing current. Since our power supply is a higher voltage than any of our
components, we probably did not use any boost converters.

3.3.3. Fans
The Hand Gesture Vending Machine has components enclosed in a small space. Naturally
the electronics did generate heat so we did use fans to cool down the components.. We
won’t have but it is a good idea to keep the air inside from being stagnant with food
inside.
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Much like power supplies, affordable and a great variety of general purpose fans have
become a competitive industry thanks to the PC building market. We did be able to
benefit from this because unlike the power supplies, the fans are still relatively simple
with up to four pins. There are companies that produce fans that prioritize lighting
features, size, speed, noise, power delivery, airflow, and static pressure. Right off the bat,
lighting features are unnecessary. That is just cosmetics, which aren't important right
now.

Fan size describes the horizontal or vertical size of the mount. Since we are designing the
enclosure ourselves, picking fan sizes is arbitrary. If we find that we need smaller fans we
can find options then. There are fans as small as 12mm. That fan could be used to move
air through a tight space. One of the most common fan sizes used in computers is a
120mm fan. It strikes a balance between airflow, noise level, and size. Two different sizes
of fans can produce the same airflow. However a smaller fan with smaller blades did
produce higher frequency sounds that can be annoying to anyone around them. Larger fan
blades can have the same airflow with a lower rotations per minute while being much
quieter. A company known for their quiet fans is Noctua.

Noctua is an Austrian company that has been designing fans for almost twenty years [24].
They have spent years designing a new plastic compound to give their fan blades more
rigidity. The Noctua NF-P12 redux-1700 PWM is a 120mm Noctua fan that has specially
designed fan blades that are optimized for quiet operation, optimized airflow and static
pressure [25]. The price of a 120mm fan from Noctua is $16.95 which makes them an
expensive option.

Two common ways to power fans are by PWM. PWM or pulse width modulation is a
technique used in electronics to encode analog information in a digital signal [24]. A fan
that uses PWM did need another pin to send PWM signals. Fans with only two pins can
only be controlled by changing the input voltage. By changing the duty cycle, PWM can
effectively simulate an analog output voltage. Sending a signal with a 50% duty cycle
would represent the halfway point of the maximum and minimum RPM. With a
temperature sensor, the system could regulate its temperature and change the duty cycle
to match the airflow the system needs.

The CFM-A225C-115-287 is a 120mm fan with no PWM pin so it only has two pins
[25]. Changing the input voltage is the only way to change the speed of the fan.
Rotational speed is lower but we will probably never need to be at maximum anyway.
The fan also has an affordable price at $6.19.
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Name Noctua NF-P12
redux-1700 PWM [24]

CFM-120C
CFM-A225C-115-287

[25]

Input Voltage 12V 5V

Size 120 mm x 120 mm x 25
mm

120 mm x 120 mm x 25.4
mm

Max input current 90 mA 240 mA

Acoustical noise 25.1 dB(A) 24.8 dB(A)

Pin Configuration 4-pin PWM 2 Wire Leads

Minimum Rotational
Speed

450 RPM 0 RPM

Maximum Rotational
Speed

1700 RPM 1500 RPM

Static Pressure 27.75 Pa 14.93 Pa

Airflow 120.2 𝑚3/ℎ 88. 87 𝑚3/ℎ

Cost $16.95 $6.19

Table 3.3.3.1: Comparison of Fans.

We did go with the much cheaper CFM-120C CFM-A225C-115-287. We can get almost
three fans for the price of one Noctua NF-P12 redux-1700. PWM is going to add more
complexity to our design. We did use the fans to keep air moving in and out of our
machine. The Noctua datasheet says their fan has a higher acoustical sound however the
Noctua fan can also go up to 1700 RPM so that is probably where the loudest noise
comes from. We tuned something on our power delivery circuit to pick an RPM of the fan
that doesn’t have annoying high pitch frequencies and aim for a low ambient noise.

3.3.4. Motors
The electric motor is a technology that found its roots back in the 1740s, when it was first
conceived by Benjamin Franklin [27]. However, the first electrical motor wasn’t actually
built until nearly a century later, by William Sturgeon in the year 1832. These first motors
made use of Direct Current (DC), and were as such called DC motors. Just over half a
century later, the first Alternating Current (AC) motor was made by Galileo Ferraris,
shortly followed by Nikola Tesla with improved designs.
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Since then, we’ve come to grasp exactly what makes these various motors tick - both
upscaling and downscaling them with significantly less difficulty than we used to have.
We’ve also made use of them in all sorts of technology, from doors to cars to drills and
more. In our case, motors have also seen significant use in vending machines, giving us a
place to build off of for our own research.

When it comes to our own purposes, we have to first decide which type of motor to use:
AC, or DC. AC motors are more energy-efficient on startup, and tend to generally be
more energy efficient in general versus DC motors. However, this comes with increased
internal complexity, size, and cost. At a larger scale, this would certainly be a serious
consideration for us to make. At the small scale we are working on, however, the
efficiency difference is relatively negligible; as such, we have little reason to go with AC
motors for our design. With this in mind, we did be selecting solely from DC motor
options.

Figure 3.3.4.1: A Visualization of a brushed DC Motor.

For our purposes, we’re looking for a few key factors in our DC motors. Ease of
modification and cost are at the top of this list - as we did need to be able to mount the
metal spiral for the motor to turn, and we would need to do so within relatively low costs.
Power usage comes in after this; if the power requirements for these motors is too high,
then it simply becomes infeasible to use the motors selected. The last major consideration
is the size of the motor itself. One of our constraints is keeping the size of the prototype
small, and we can only accomplish that by keeping in mind the size of all the
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components, backend ones included. One final note is that speed is not a significant
factor - so long as the RPM is not too low, the motor is acceptable for use.

There is already a significant collection of vending machine motors available for
purchase on the market. However, finding data specifications for any individual motor
used within these vending machines has been a significant challenge, which has led to us
mostly forgoing any market-available vending machine motors by virtue of lacking
information. If we can locate a means to quantify the abilities and requirements of these
existing vending machine motors, then we may return to this with more options to choose
from.

The first motor we have considered are N20 High Speed Micro Motors [28]. These are
available on the market under many names, but in short the N20 is an incredibly small
high-speed motor - sitting under two centimeters in every dimension. They require six to
twelve volts and only forty microamps to operate. The motor is fast, but lacks significant
torque and a means to mount it - which means it would require a small gearbox to be
fitted to it, and either a custom-made bracket or one purchased from online. These are
similarly available, like the N20 Micro Motors are.

The second motor under consideration is a variant of the N20, the G12-N20 Geared Mini
DC Motor [29]. These are very small, lightweight motors with a need of six to twelve
volts and forty microamps - just like the N20. Despite their small size, they have an
impressive torque of two kilogram-centimeters and a stall torque of sixteen
kilogram-centimeters. For our purposes, we were barely moving a single kilogram at a
time with the turning coil - so this is firmly within our tolerances. These tiny motors
manage this impressive torque due to having a built-in gearbox - making adjustments
easy and on the fly. However, these motors lack a mounting bracket - meaning one has to
be made or purchased elsewhere.

The third and final motor that we have considered is the ASLONG JGY-370 12V DC
Worm Gear Motor [30]. This motor is notably larger than the other two, but not too large
to be unreasonable. The ASLONG Worm Gear Motor has the highest torque of the three
options, with a baseline torque of ten kilogram-centimeters. Additionally, this motor both
has an internal gearbox and mounting points - allowing us to set it into place with less
hassle. Similarly to the other two, the input voltage is twelve volts. The input current,
however, is just under a third of an amp - significantly more than the other two.
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Name N20 High Speed
Micro Motor [28]

G12-N20 Geared
Mini DC Motor

[29]

ASLONG JGY-370
12V DCWorm
Gear Motor [30]

Size ~8.5mm x 11mm x
20mm

~10mm x 12mm x
30mm

~8cm x 3.5cm x
3cm

Input Voltage 6V - 12V 6V - 12V 12V

Input Current 0.04A 0.04A 0.3A

RPM 4,600 - 20,000 10 - 100 5

Torque <1kg*cm 2kg*cm 10kg*cm

Mounting Bracket? No No Yes

Cost ~$2.00 Each ~$4.50 Each ~$16.00 Each

Table 3.3.4.1: Comparison of Motors.

Given the nature of the N20 Micro Motor, we disregarded it quickly; the G12-N20 is
effectively the same motor with a gearbox already fitted on, after all. When it came to
comparing the G12-N20 to the ASLONG JGY-270, the near quadrupled cost, the over
quadrupled size, and the nearly tenfold increase in input current were enough of a reason
to stick with the G12-N20 Geared Mini DC Motor.

3.3.5. LEDs
LEDs are the topic of discussion for the component in this section. An LED is a
semiconductor device that emits light when an electric current is passed through it [31].
When the particles that carry the current combine together within the semiconductor
material, then light is produced. The LED component is widely used in various
applications, including lighting, displays, signage, indicators, and signage, due to their
energy efficiency, durability, compact size, and versatility.

The availability of LEDs come in a wide range of colors, including red, blue, yellow, and
green. The color comes from the process of inside the semiconductor material of the
LED; the holes and electrons are contained within energy bands, with the separation of
bands determining the energy of the photons that are emitted by the LED. The photon
energy did then determine the wavelength of the emitted light, that is where the color is
coming from. An LED did consist of a semiconductor material, typically composed of
gallium arsenide (GaAs) and gallium phosphide (GaP). The low power consumption and
compact size of LEDs make them ideal for use in portable electronic devices, illuminated
signage, automotive lightning, and more.
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Having the appropriate LED is crucial for the hand gesture vending machine project. The
LED did play several essential roles that contribute to its functionality and effectiveness.
A big thing needed from the LED is the illumination. The LED did provide much of the
source of illumination for the vending machines display panel, making it visible and
easily readable to users. When speaking on LEDs we can count on them being energy
efficient. When compared to traditional lighting such as fluorescent sources LEDS are
highly energy efficient. The Hand Gesture Vending Machine can minimize power
consumption while maintaining bright illumination, by using LEDs. Lastly, using LEDs
allow for customization to be done with the hand gesture vending machine. There is
much flexibility to be offered in terms of brightness, color, and lighting effects, allowing
for customizable display options tailored to the vending machines aesthetics.

Figure 3.3.5.1: A White-Light LED.

When selecting the right LED for this project there are several factors that did go into
consideration to ensure that the chosen components meet the project's requirements
effectively. Factors can range from brightness, power efficiency, color options, durability,
and cost-effectiveness. We did present some LED options that are commonly used in
vending machines.

The first LED option being presented is RGB LEDs, all RGB stands for is red, green,
blue, respectively. RGB LEDs can adjust brightness levels, providing flexibility in
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achieving desired illumination levels for the vending machines display [32]. By mixing
red, green, and blue light components, RGB LEDs can produce a wide range of colors. It
is possible for RGB LEDs to be more expensive than single color LEDS due to additional
functionality. RGB LEDs normally consume more power compared to single color LEDs
due to the need for multiple light sources. The particular RGB LED we’re looking at is
the Kingbright WP154A4SUREQBFZGC [33]. Some features of this LED have uniform
light output, low power consumption, and long life-solid state reliability. These LEDs are
used for status indicator, illuminator, decorative and entertainment lighting.

The next option for LED options is the white LEDs. White LEDs are great solutions
when looking for cost effective lighting solutions, offering a balance between
performance, affordability, and reliability. White LEDs are suitable for providing clear
visibility of product displays and user interfaces, being able to offer uniform and
high-intensity illumination [34]. The color temperature varies with white LEDs. It can
range from warm white (lower color temperature) to cool white (higher color
temperature), allowing for customization based on application requirements. Overall, the
white LED has many features that would be great with the hand gesture vending
machine. The white LED that is being looked into is the CreeLED
C513A-WSS-CW0Z015 [35]. This LED offers superior light output and provides stable
light output over long periods of time. Since the LED is made of advanced optical grade
epoxy it offers a high temperature and high moisture resistance performance in lighting
and illumination applications.

Single color LEDs are another great option. They offer consistent brightness output in
specific colors, making them bright. The power consumption involved with single color
LEDs are relatively low, making them energy efficient and suitable for low power
applications. These LEDs provide excellent value for your money in terms of
performance and longevity. The LED we’re looking into particularly is the SunLED
XLUR12D [36]. This component has low power consumption, is reliable, and robust.

The last LED option we have is the surface mount LED. These LEDs are small LED
packages that are mounted onto circuit boards using surface-mount technology [37]. The
LEDs offer high brightness levels and energy efficiency, providing excellent illumination
while minimizing power consumption. The Samsung LM301B offers a 0.3 W class
middle power LED, and mold resin for high reliability [38]. This LED offers high
efficiency and color consistency, making it ideal for this project.

Specification
WP154A4SU
REQBFZGC

C513A-WSS-C
W0Z015 White
LEDs [35]

XLUR12D
Single-Color
LEDs [36]

LM301B
Surface-Mount
LEDs [38]
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RGB LEDs
[33]

Brightness
(lumens)

200 mcd-3600
mcd
(Depending on
LED Color) 5400 mcd 39 mcd

3000 mcd - 5700
mcd

Color Options

460 nm - 465
nm, 515 nm -
525 nm, 630
nm - 645 nm White* 575 nm - 675 nm 425 nm - 500 nm

Power
Dissipation

75 mW - 102.5
mW
(Depending on
LED Color) 120 mW 75 mW 520 mW

Viewing Angle 50 Degrees 55 Degrees 30 Degrees 120 Degrees

Cost ~$2.00 Each ~$0.28 Each ~$0.28 Each ~$0.40 Each
Table 3.3.5.1: LEDs Comparison. *No clear numerical data available.

For this project when considering factors such as power consumption, brightness, and
cost effectiveness, I believe the best option to pick is the white LEDs. The white LEDs
offer high brightness levels, ensuring that the users can visibly view products on display.
White LEDs did also offer a balance between reliability, performance, and affordability,
all at a coast effective cost. Using these LEDs we’ll be able to achieve optimal
illumination for the vending machines display and user interface while minimizing power
consumption.

3.3.6. RFID Reader
RFID, which stands for Radio Frequency IDentification, is used to identify a wide variety
of items, such as books, food, and electronic devices through the use of radio waves. This
is actually accomplished by the system scanning for and identifying an RFID tag, which
is placed on or beside an item to identify itself. An RFID reader can be used for the
Hands Free Vending Machine in order to emulate the vending machine reading a credit
card for purchase; we did be using imitation credit cards for imitation payment.
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Figure 3.3.6.1: An example of an RFID label within a shirt tag.

One type of RFID system is a Low-Frequency RFID Reader. Its frequency range of
communication ranges from thirty to three hundred kilohertz [39]. It specializes in access
control and object tracking such as animals and livestock. Its range is six inches. A
disadvantage of this system, however, is how slow it is; it operates at or less than ten
kilobits per second. On the other hand, the low frequency RFID is very water resistant
and has a high resistance to metal-based interference.

Another type of RFID reading system is a High-Frequency RFID Reader. Its frequency
range of communication ranges from three to thirty megahertz, several magnitudes higher
than that of the low-frequency option [39]. It specializes in access control, payments, and
target object tracking. The high frequency RFID’s range is twelve inches. A disadvantage
of this system is how the high frequency RFID is not very water resistant, and metal
sometimes can interfere with the signal. An advantage for the high frequency RFID is
that it is more versatile; it has more uses. Another advantage for the high frequency RFID
is that it is fast, when compared to the low frequency RFID; the high frequency RFID can
operate at four hundred and twenty-four kilobits per second.
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Specification Low-Frequency RFID
Reader

High-Frequency RFID
Reader

Frequency Range 30 kHz - 300 kHz 3 MHz - 30 MHz

Active Range 6” 12”

Operating Speed 10 kbits/sec 424 kbit/sec

Moisture Resistance High Low

Frequency Noise Low Moderate

Table 3.3.6.1: Comparison between Low and High Frequency for RFID Readers.

In this project, we’ll be using the RFID to emulate the hands free vending machine
reading a credit card for purchase. Therefore, the attributes prioritized are speed and
resistance to metal-based frequency noise. Speed is prioritized because response time is
very important in the grand scheme of this project. Resistance to metal interference is
also prioritized for several reasons, from the fact that much of the Hands Free Vending
Machine is partially or entirely metal and having noise runs a significant risk, to the fact
that noise can lead to incidental purchases in products. Speed can be seen in
High-Frequency RFID Readers; as said before, a High-Frequency RFID can operate at
over four hundred kilobits per second. Resistance to metal, on the other hand, can be seen
in a Low-Frequency RFID. On the other hand, a High-Frequency RFID Reader struggles
to work around metal. Although the speed and response time are extremely important to
this project, the resistance to metal-based frequency noise is the most integral to the
project. For this reason, the RFID type we are selecting is the low frequency RFID.

3.3.7. Screen
A very important component that’s being researched for the hand gesture vending
machine in this section is the screen. This project did encompass a variety of display
technologies suitable for showcasing product information, user interfaces, and interactive
content. The screen did serve as the primary means of communication between the
vending machine and the user, providing visual feedback, and promotional messages.

The screen options we chose from did offer a range of features and capabilities suitable
for different applications and user preferences. By doing research and evaluating the
screen technologies, the team can come together to make an informed decision based on
factors such as display quality, power consumption, cost, and suitability for the hand
gesture vending machine.
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When selecting the appropriate screen for the hand gesture vending machine project it is
crucial that we select the one that fits our needs. The screen did directly impact the user
experience, functionality, and overall success of the vending machine. I did list a few
things we did need from the screen to produce a functioning hand gesture vending
machine. One of the main things needed from the screen display is user interaction. The
screen did serve as the primary interface for when the user interacts with the vending
machine, providing complete transactions, visual feedback, and prompts to make
selections. By choosing a screen that offers clear visual cues, the hand gesture vending
machine can deliver a seamless and user-friendly experience.

Another thing needed from the screen is the information display. The screen did display
information such as pricing, and product descriptions. This allows for users to be able to
make informed choices and ensures transparency in product offerings. Having a sufficient
enough of a screen did offer sufficient display area and legible text. Product showcase is
another thing that is needed on the screen. The screen display did allow for the hand
gesture vending machine to showcase product information and messages. When selecting
a high-resolution screen with vibrant colors and clear visibility, this allows for the
vending machine to effectively showcase products. By selecting the right screen needed
for the hand gesture vending machine it is essential for creating an engaging, user
friendly, and visually appealing interface.

When selecting the best screen for the hand gesture vending machine needed for this
project, there are several key factors to consider to ensure it meets the project's
requirements and objectives effectively. These are visibility, resolution, size, durability,
power efficiency, integration capability, and documentation.

It is important that the visibility of the screen is clear and legible, even in various lighting
conditions such as indoor and outdoor environments. In regards to visibility, it should
have a high brightness level to ensure readability. With high resolution, we would be able
to display the detailed product information, graphics, and sharpness. A higher resolution
also enhances the visual appeal and professionalism of the vending machine’s user
interface. When it comes to screen size, it should be large enough to display all necessary
information and graphics effectively without compromising the vending machine’s
design.

As said before, durability is also an important factor that we need from the screen. The
screen should be durable and resistant to scratches, impacts, and environmental factors
such as dust, moisture, and temperature fluctuations. A tempered glass screen can
withstand even harsh conditions and ensure long term reliability. What is also needed is a
power efficient screen; we did need for the screen to consume minimal power to optimize
energy efficiency and prolong battery life or reduce power consumption in the vending
machine. Energy efficient screen technologies such as OLED can help minimize power
usage.
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The integration with the screen, the vending machines hardware and software is
additionally very important, and something we need for the success of the hand gesture
vending machine. The screen did need to seamlessly integrate with software development
tools, standard communication protocols, sensors, and microcontrollers for example.
Some last major factors needed from the screen are the cost effectiveness and
support/documentation. The screen should offer a balance between features, performance,
and cost to meet budget constraints while delivering satisfactory functionality and quality.

Lastly, we did need a screen that is backed by documentation, technical support,
maintenance, and a developer community to assist with implementation and
troubleshooting. By prioritizing these factors and selecting a screen that excels in these
areas, the hand gesture vending machine can deliver an engaging, user friendly, and
visually appealing interface that meets the needs and expectations of its users.

There are various different screens to work with in regards to the hand gesture vending
machine. The first screen we’ll be talking about is a Liquid Crystal Display (LCD)
screen. An LCD screen is made up of components such as a backlight and a liquid crystal
layer [40]. LCD screens can be grouped into three categories, twisted nematic (TN),
in-plane switching (IPS), and vertical alignment (VA). While these screen types do
belong to the LCD screen type, they use thin-film-transistor (TFT) technology which is
just a variant of the standard LCD screen type. The main features that differentiate
between the three different types of LCD screens are brightness, viewing angles, color,
and contrast.

To begin with, the TN LCD screen type consists of nematic liquid crystals sandwiched
between two plates of glass, when power is applied to the electrodes, the liquid crystals
twist ninety degrees. TN LCDs have a faster response time and refresh rate compared to
the other LCD options. With a faster response time and refresh rate this allows for faster
moving images or graphics to display across the LCD screen with extreme precision. The
next LCD screen option is VA. The displays with VA screens can deliver wide viewing
angles, high contrast, and good color reproduction.
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Figure 3.3.7.1: Layers of a reflective twisted nematic LCD.

Our last option for LCD screens is the IPS LCD. In terms of the features, it is superior in
contrast, brightness, viewing angles, and color representation compared to TN screens.
The technology associated with IPS displays improves image quality by acting on the
liquid crystal inside the display screen, when voltage is applied the crystals rotate parallel
rather than upright to allow light to pass through. If picking an LCD screen as the type of
screen for this hand gesture vending machine, then the IPS option would be the best
option.

Another option for types of screens to use for the hand gesture vending machine would
be an OLED display. The way an OLED screen works is by generating images by
applying electricity to organic materials inside the display [41]. There is no backlight, so
each pixel gets its own illumination with the OLED. By placing a series of organic thin
films between two conductors you’re able to make an OLED. What makes an OLED
organic is the fact that they are made from carbon and hydrogen. When looking for a
display an OLED has a sharper image with high contrast, much bolder than an LED [42].
OLEDs have high color accuracy and are extremely versatile.

A touchscreen display is another option for the type of screen that can be offered for the
hand gesture vending machine. The technology within the display offers multi-touch
support and smooth gesture recognition [43]. The resistive touchscreen displays detect
touch input based on pressure applied to the screen. The cost effectiveness for a
touchscreen display can range from a moderate price to a high price, all depending on the
technology. There are multiple types of touchscreens ranging from resistive touchscreens,
capacitive touchscreens, or even infrared touchscreens to name a few. Touchscreens offer
high accuracy and responsiveness.
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Specification TFT LCD OLED Display Touchscreen Display

Brightness 500 to 1500 nits
1000 to 1500
nits 500 to 1500 nits

Resolution 480 x 320 pixel 128 x 64 pixel 320 x 480 pixel

Viewing Angles 140 Degrees 160 Degrees 160 Degrees

Color Depth 16-bit to 24-bit 10-bit 24-bit

Contrast Ratio 1000:1 to 3000:1 1000000:1 1000:1 to 3000:1

Cost ~$38 ~$55 ~$70

Table 3.3.7.1: Screen Comparison.

When considering the best cost-effective screen needed for our hand gesture vending
machine it was decided that the LCD screen was appropriate. The LCD screen offers
sufficient brightness levels for indoor use, ensuring good visibility of product information
and user interface elements. The LCD screen also provides good performance in terms of
resolution, refresh rate, and color reproduction, meeting the requirements for displaying
product information and graphics effectively. LCD screens are generally more affordable
compared to OLED displays or even touchscreen displays, making them a cost-effective
choice for projects with budget constraints. Overall LCD screens are a good balance
between performance and cost-effectiveness, making them suitable for a hand gesture
vending machine project where cost is a consideration.

3.3.8. Camera
The camera is basically the primary input for the hand gesture vending machine. There
are several factors to be considered to ensure seamless compatibility and optimal
performance. The resolution of the camera must be high enough for our AI-driven
project. We don’t believe it needs to be much higher than 1080p but it might be a good
idea to find an HD camera at 720p. So our range of resolution was 720p to 1080p. Some
cameras on smartphones today can have a resolution of 2160p and so finding a camera of
that resolution is possible. However getting an image that defined might be counter
productive at the cost of computational time and power.

A common camera connector uses the protocol Camera Serial Interface (CSI). CSI is a
specification of the Mobile Industry Processor Interface (MIPI) Alliance [44]. The MIPI
Alliance is a global organization that designs and promotes hardware and software
interfaces that simplify the integration of components built into a device. The CSI
specification is only available to MIPI Alliance members so companies that want to
incorporate CSI or any other MIPI specifications would have to become members and
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pay membership dues. The camera we chose did use the CSI-2 protocol as that is a very
common camera connector on single-board computers.

Raspberry Pi Camera Module 3 is a compact camera from Raspberry Pi [45]. The camera
module uses a Sony IMX708 12 megapixel sensor with HDR also has phase detection
autofocus. There are also Raspberry Pi Camera Module 3 variants that offer wide-angle
variants and with or without infrared cut filter. The autofocus and wide-angle variants
probably aren't going to be of use to us so just the standard option would be the one for
us. The $25.00 price makes this a compelling option.

LI-IMX219 is a camera module made by Leopard Imaging [46]. It is a camera module
designed for various embedded vision applications. The Sony IMX219 image sensor
delivers a resolution of 8 megapixels. It uses the CSI-2 specification making it easy to
integrate. With a price of $44.60, the price and resolution makes this a worse option
compared to the Raspberry Pi Camera Module V2.

Arducam IMX477P Camera is a USB 3.0 option [47] Arducam offers a diverse range of
USB-3.0 camera modules make for specific use cases like on-board ISP image
enhancing, high resolution, ultra high resolution, ultra wide angle, HDR, ultra low light,
and optical image stabilization. Most of the options are in the price range of $99 to $199.
The Arducam IMX477P camera specializes in high resolution with the most listed video
modes of our options. This option uses USB 3.0 rather than CSI-2 like our other options.
USB 3.0 has a speed of up to 5 Gbit/s and the Arducam IMX477P Camera has a USB 2.0
mode with a resolution of 1280 x 720 at 10 fps but that is far too low for our applications.

Specification
Leopard Imaging
LI-IMX219 [45]

Raspberry Pi Camera
Module 3 [46]

Arducam IMX477P
Camera[47]

Size (mm) 150 x 25 x 15 25 x 24 x 11.5 8.6 x 8.6 x 5.2

Still resolution 8.08 Megapixel 11.9 Megapixel 12.3 Megapixel

Video modes
3280 x 2464 21
fps

1920 x 1080 50fps
1280 x 720 100fps
854 x 480 120fps

4056 x 3040 10fps
3840 x 2160 20fps
2016 x 1520 50fps
1920 x 1080 60fps
1280 x 720 120fps

Sensor Sony IMX219 Sony IMX708 Sony IMX477

Connection CSI-2 CSI-2 USB 3.0

Cost $44.60 $25.00 $149.99

Table 3.3.8.1: Comparison of Camera Properties.
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We did use the Raspberry Pi Camera Module 3 due to its blend of affordability,
versatility, and performance. It offers an exceptional resolution of 11.9 megapixels with a
wide range of video modes for us to play around with to figure out the best performing
video mode. The CSI-2 specification should allow seamless compatibility and ease of
use.

3.4. Software Related Components
When developing the hand gesture vending machine, software plays a crucial role in
enabling seamless operation, intuitive user interaction, and efficient management of
machine functions. The firmware did control the microcontroller’s operations,
orchestrating tasks ranging from gesture recognition to motor control. By leveraging
advanced machine learning algorithms our system is able to detect hand gestures captured
by sensors or cameras, allowing for the user to interact with the machine. The different
programming languages that we did use are dependent on the component. The software
components involved with this project encompass firmware development, user interface
design, communication protocols, and gesture recognition algorithms, working together
to ensure efficient operation.

3.4.1. Primary Coding Language
The primary coding languages did vary for the hand gesture vending machine. There are
many programming languages to choose from. The options for programming languages
needed for this project were C, C++, Python, and Java. To start off, the programming
language, C, is used for embedded systems and microcontroller programming. The
programming language, C, can be used to write firmware for the microcontroller,
including real-time control, peripheral management, and even low-level hardware
interaction [48]. C++ is like C in the sense of it being used for microcontroller
programming. C++ offers additional features such as Object-Oriented Programming
(OOP), classes, and inheritance. Java is a versatile programming language, commonly
being used for things such as web applications, server-side development, and enterprise
software. Lastly, we have Python. Python is a powerful and versatile programming
language known for its simplicity and readability. Python also has a large ecosystem of
machine learning tools and libraries, making it ideal for training and deploying models.
As we can see, each programming language has its strengths.
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Figure 3.4.1.1: Various Software derived from C.

Each programming language additionally serves a specific purpose in the hand gesture
vending machine, contributing to different aspects of its development and functionality.
The programming languages, C, C++, Python, and Java are important software
components for this project. There are a few things we’re specifically looking for from
these programming languages, and some things each language would need to best.

When working with C some things we’re looking for are efficiency, hardware interaction,
and real time responsiveness. C needs to excel in writing efficient, low-level code for the
microcontroller firmware, ensure fast execution to meet real-time requirements, and
optimize resource usage. Some things we’re looking for from C++ is the modularity,
abstraction, and scalability. C++ should facilitate the development of modular and
reusable firmware components for the microcontroller; it did need to be supported by
object-oriented programming (OOP) principles like encapsulation and inheritance to
organize code into manageable units and promote code reuse. When dealing with C++ it
should provide abstraction mechanisms to hide implementation details and expose
high-level interfaces for interacting with hardware. The scalability revolved around C++
should enable the firmware to scale effectively as the project grows in complexity. Things
that can be obtained from using the Java language is scalability, concurrency, and
integration. Java would need to excel in building scalable backend services to support the
vending machine system’s growth and expansion.

Java would also need to support concurrent programming paradigms and provide
concurrency control mechanisms for handling multiple concurrent requests and
processing tasks asynchronously. Lastly, something that we would need Java to do the
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best for us is facilitating seamless integration with external systems, databases, and APIs.
The final programming language is Python. Python did offer machine learning,
flexibility, and interoperability. Python did need to be proficient in implementing
machine learning algorithms for hand gesture recognition. Python should offer flexibility
and expressiveness for prototyping, iterating, and refining machine learning models
quickly.

C is a general purpose, procedural programming language developed in 1972 by Dennis
Ritchie at Bell Laboratories of AT&T Labs, mainly developed as a system programming
language to write the UNIX operating system [48]. It is mainly used for embedded
systems, low level software programming, and system programming due to its portability,
close to hardware abstraction, and efficiency. I did list a few specifications that the C
language offers. C is a procedural paradigm language, making it a series of steps that
forms a hierarchy of calls to its constituent procedures. The typing discipline is of type
static weak. The memory management is manual due to having to do memory allocation.
Another spec is the syntax. The syntax is simple and concise with minimal keywords and
constructs. The portability with the C language is highly portable across different
platforms and architectures. One of the last specs I would list is the performance. C is
efficient and has fast execution speed, with low level access to hardware resources.

C++ is a general purpose, object-oriented programming language derived from C. The
language was developed by Bjarne Stroustrup at Bell Labs in 1983 with the goal of
adding object-oriented features to C while maintaining compatibility with C code. C++ is
widely used around for developing applications, games, and large scale systems. I did
follow up with a few specifications C++ offers. C++ is a multi-paradigm language which
supports procedural, object-oriented, and generic programming. The typing discipline is
of type static strong. The memory management is manual, allowing for manual and
automatic memory management. The syntax could be complex by adding additional
features like classes, inheritance, polymorphism, etc. In terms of performance C++ is
comparable to C, with additional overhead for object-oriented features and abstractions.

Java is a high level, object-oriented programming language developed by Sun
Microsystems in the year 1995, later acquired by Oracle Corporation [49]. It was
designed to be platform independent, easy to use, and secure, with built in support for
networked and distributed computing. When it comes to syntax Java is clean and readable
syntax with similarities to C and C++, along with additional features for object-oriented
programming. The portability is good when it comes to Java. Java is a write once and run
anywhere (WORA), allowing compiled Java code to run on all platforms that support
Java without the need for compilation. The performance with Java is generally slower
than native languages like C and C++. Java is used for building enterprise-level
applications, web servers, mobile apps, and web applications. The memory management
related to Java is automatic.

Python is a high level, interpreted programming language that is known for its versatility,
simplicity, and readability. Python was created by Guido van Rossum in 1991 with an
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emphasis on code readability, and its syntax allowing for programmers to express their
concepts in fewer lines of code [50]. Python is widely used for data analysis, artificial
intelligence, machine learning, automation, scripting, and web development. Python
supports a multi-paradigm, supporting procedural, object-oriented, and functional
programming. The memory management relationship with Python is automatic, there is a
garbage collector for Python so that the user does not have to do manual garbage
collection. Python is generally slower than programming languages such as C and C++.
Python is highly portable, with interpreters available for various platforms and
architectures.

Specification C [48] C++ [48] Python [49] Java [50]

Paradigm Procedural

Multi-paradig
m (OOP,
procedural,
generic)

Multi-paradigm
(OOP, procedural,
functional)

Object-oriente
d, concurrent

Typing Static, weak Static, strong Dynamic, strong Static, strong

Memory
Management

Manual
(explicit
allocation
and
deallocation)

Manual and
automatic
(supports RAII,
smart pointers)

Automatic
(garbage
collected)

Automatic
(garbage
collected)

Syntax
Simple,
concise

Complex,
additional
features Clean, readable

Clean,
readable

Portability
Highly
portable Highly portable Highly portable

Platform-inde
pendent
(JVM)

Performance

Efficient,
low-level
access

Comparable to
C, additional
overhead for
OOP

Generally slower,
optimized
implementations
improve
performance

Generally
slower,
optimized JIT
compilation
improves
performance

Usage

System
programming
, embedded
systems

Large-scale
software
systems,
applications

Web development,
data analysis,
scientific
computing,
automation

Enterprise
applications,
web servers,
mobile apps

Figure 3.4.1.2: Comparison of Coding Languages.
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All in all there did not be one programming language used throughout the design and
process of creating the hand gesture vending machine. This project did take multiple
programming languages to get a successful hand gesture vending machine. In regards to
what programming language we did use, it did depend on what exactly we are trying to
accomplish. So for instance with any necessary embedded systems work being done we
did programming in languages C or C++. These two languages are great for low level
hardware programming. When dealing with machine learning we did use Python. Python
is one of the easier languages to read and pick up on and it's one of the best languages to
use in regards to machine learning.

3.4.2. Microcontroller Unit (MCU)
The component being researched for this particular part of the Hand Gesture Vending
Machine is a microcontroller. A microcontroller is a compact Integrated Circuit (IC) that
contains a processor core, memory, and various peripheral interfaces, all on a single chip
[51]. It is designed to execute specific tasks within embedded systems, where it serves as
the brain of the device. Microcontrollers are commonly used in a wide range of
embedded systems, including consumer electronics, industrial automation, automotive
systems, IoT devices, robotics, and more. They offer a cost-effective and efficient
solution for controlling and interfacing with hardware components in embedded
applications. When working with the microcontroller the processor core did act as the
Central Processing Unit (CPU).

The CPU did execute stored instructions that are located in the memory and perform
arithmetic operations, logic, and control operations to carry out tasks defined by the
program running on the microcontroller. Microcontrollers normally have several different
types of memory. There is Read-Only Memory (Flash or ROM), also known as program
memory, which stores the program instructions that the microcontroller executes. This
memory is non-volatile, meaning it retains its contents even when power is removed.
There’s also Remote Access Memory (RAM), also known as data memory, which stores
variables and data used by the program during runtime. Unlike ROM, this form of
memory is volatile. Microcontrollers have several different peripheral interfaces for
communicating with external devices and sensors. Common interfaces can be
General-Purpose Input/Output (GPIO), Analog-to-Digital Converter (ADC), and even
Serial Communication Interfaces (UART, SPI, I2C).
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Figure 3.4.2.1: An STM 32 Microcontroller.

The microcontroller is an essential component towards the success of the hand gesture
vending machine. This component is important for the project because it serves as the
central processing unit that controls and coordinates the various components and
functionalities of the system. An essential that’s needed for this project and what exactly
it did do for us is the gesture recognition processing. The microcontroller is responsible
for processing the signals received from the gesture recognition system, analyzing hand
gestures detected by the sensors or camera and interpreting them based on the
programmed algorithm. Also, we did need a microcontroller to control the different
peripherals.

The microcontroller did interface with peripheral devices such as the motors, sensors,
displays, and communication modules dealing with our hand gesture vending machine,
sending commands to the device to perform specific actions. Another thing the
microcontroller did for us is execute the logic and decision-making algorithms
programmed for the vending machine’s operation. We did also need the microcontroller
to manage the user interface of the vending machine, such as displaying menu options.
Lastly, we would like for the microcontroller to handle power management and
efficiency, allowing for optimization of power usage and managing energy consumption
to ensure the vending machine operates efficiently.

In selecting a microcontroller for the hand gesture vending machine project, several key
criteria need to be considered to ensure it meets the project requirements effectively.
There are a few things we’re looking for in this microcontroller and what it needs to be
best. We did need gesture recognition performance, having the capability to efficiently
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process and interpret hand gestures. This function did require sufficient processing power
and memory to implement gesture recognition algorithms accurately and reliably. We did
require the best microcontroller in terms of peripheral interface compatibility, needing the
microcontroller to support interfaces such as GPIO, UART, SPI, I2C, ADC, and PWM.

In today’s economy, one of the best things you can do is order electronics in your price
range. So, we did need a cost-effective microcontroller, offering good value for its cost,
performance, features, all while meeting the project requirements. Lastly, another task we
did require from the microcontroller is real time responsiveness. The microcontroller
should be capable of real time operation to ensure responsive interaction with the user
and timely control of peripheral devices.

The first microcontroller we’re looking at, the MSP430FR6989, is a very familiar
component everyone in the group has knowledge on from the embedded systems lab.
With the provided detailed documents from Texas Instruments (TI) this board is easier to
implement. The MSP430FR6989 is a 16-Bit RISC Architecture up to 16-MHz Clock
[52]. There is also a wide supply voltage range from 3.6 V down to 1.8 V. This
microcontroller supports multiple serial communications such as UART, SPI, and I2C.
There are 83 GPIO pins with this microcontroller. The MSP430FR6989 provides 5
timers, up to 128KB of nonvolatile memory, and a 12-bit Analog to Digital Converter
(ADC).

The second microcontroller we’re looking at is the STM32F429ZI, or STM32 for short.
The STM32 is the leading supplier of 32-bit ARM Cortex Microcontrollers [53].
Additionally, this microcontroller is a popular board in the industry and has been around
for a while, so it does offer a range of helpful documentation and a community to help
with certain tasks. The STM32 has a clock speed of up to 180-MHz, and the operational
voltage for the microcontroller is a low voltage of 1.7 V to 3.6 V. Some of the serial
communications that this board offers is SPI, I2C, and USART. The difference between
UART and USART is that USART can use both asynchronous and synchronous
communication protocols. Finally, the STM32F429ZI offers 17 timers, 12-bit ADC, a
RAM of 256KB and flash memory of 512K to 2056K.

The third microcontroller we’re considering is the ESP32-WROOM-32. This
microcontroller offers built-in Wi-Fi and Bluetooth connectivity [54]. There are clock
speeds of up to 240 MHz. The different memory options this board offers are 384KB of
ROM, and 512KB of SRAM. The operational voltage for the microcontroller is 3 V to
3.6 V. The ESP32-S3 also offers many different communication interfaces. This
microcontroller has 4 SPI interfaces, 3 UART interfaces, and 2 I2C interfaces. Lastly this
microcontroller offers up to 45 GPIOs and a 12-bit analog to digital converter (ADC).

Last but not least in our considerations, the Arduino Due is a 32-bit ARM core
microcontroller based on the Atmel SAM3X8E ARM Cortex-M3 CPU [55]. The Arduino
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Due operates at a voltage of 3.3 V, so anything beyond that can damage the board. There
is a clock speed of 84 MHz. The memory setup with the Arduino Due is a flash memory
of 512KB and SRAM of 96KB. When working with this microcontroller there are 54
digital input/output pins, multiple peripherals such as UART, SPI, USART and I2C. Also
to our advantage we have multiple timers and a 12-bit analog to digital converter (ADC).

Factor
MSP430FR6989

[52]
Arduino Due

[53]
ESP32-WROOM

-32 [54]
STM32F429ZI

[55]

Processing
Power

MSP430FR5x,
16 MHz

ARM
Cortex-M3, 84
MHz

Dual-core
Xtensa LX6,
240 MHz

ARM
Cortex-M4, up to
180 MHz

Memory
64 KB FRAM,
2 KB SRAM

512 KB Flash,
96 KB SRAM 320 KB SRAM

2 MB Flash, 256
KB SRAM

Peripherals

UART, SPI,
I2C, ADC,
DAC

USB, SPI,
I2C, ADC,
DAC, UART

USB, SPI, I2C,
ADC, DAC,
Ethernet, UART

USB, SPI, I2C,
ADC, DAC,
Ethernet, UART

Operating
Voltage 1.8 V – 3.6 V 3.3 V 3.0 V - 3.6 V 1.7 V – 3.6 V

Development
Tools

Code
Composer
Studio

Arduino IDE,
Atmel Studio Arduino IDE

STM32CubeIDE,
Keil MDK

Size and Form
Factor

VQFN-64,
14x14 mm

TQFP100,
14x14 mm 25.50 x 18.00

LQFP144,
20x20 mm

Operating
Temperature

Range -40°C to +85°C
-40°C to
+85°C -40°C to +85°C -40°C to +85°C

Compatibility
Energia, CCS,
USB

Arduino
Shields, USB Arduino IDE

STM32CubeIDE,
USB

Cost $24.00 $48.40 $9.99 $24.47

Table 3.4.2.1: Comparison of Microcontroller Units.

Although the group has much more practical experience with the MSP430FR6989, we
are leaning more towards the ESP32-WROOM microcontroller. The ESP32 offers
high-performance ARM Cortex-M cores with ample processing power and memory,
making them suitable for handling complex gesture recognition algorithms and
controlling vending machine components. The ESP32 series is widely used in the
embedded development community, so there is extensive documentation, tutorials, and
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community support available, which can be valuable resources during the development
process. This microcontroller offers many peripheral interfaces, including ADCs, PWM
outputs, and communication interfaces like UART, SPI, and I2C, which are essential for
interfacing with sensors, motors, and other peripherals used in the vending machine.

3.4.3. Single-Board Computer (SBC)
Single-board computers (sometimes called embedded computers) are complete computer
systems that are built on a single circuit board. The necessary CPU, RAM, GPU, storage,
I/O, and other components are all on one board. Microcontrollers often run on
lightweight real-time operating systems while single-board computers typically run
full-fledged operating systems, usually a flavor of Linux.

The single-board computer must possess strong AI capabilities while the microcontroller
did handle real-time processing of sensor data. Utilizing the microcontroller’s capability
of communication interfaces like UART, SPI, and I2C the microcontroller did
communicate to the single-board computer. All of the boards we considered have these
protocols. We did use a camera so having a board with a built-in 15-pin CSI connector is
a priority.

The BeagleBone AI-64 is a single-board computer developed by the BeagleBoard.org
Foundation [56]. The BeagleBoard.org Foundation is a non-profit organization dedicated
to the development and promotion of open-source hardware and software for embedded
computing and DIY electronics projects. The board features two sets of 46-pin GPIO
headers, totaling an abundant ninety-six general purpose input and output. That is more
than we did need. Since the board does not have a dedicated 15-pin camera connection,
we did need to buy and use a 15 pin to 22 pin camera flex cable. The BeagleBone AI-64
has AI capability but has a few major drawbacks. At idle the board consumes five watts
so the device is quite power hungry [57]. Then the cost of the board is at $190.00, making
it the most expensive option.

The Odroid-M1 is a single-board computer created by Hardkernel Company, Ltd., located
in South Korea [58]. The board features a 40-pin header leaving us with plenty of input
and output options. It does have a 2-lane MIPI CSI camera port on board. Our other
options use a MicroSD slot for storage but the Odroid-M1 is unique in how it has SATA3
and SATA Power on board. That could allow the use of a full-sized hard disk drive
(HDD) or a full-sized solid-state drive (SSD). However, MicroSD cards in large capacity
and speed have become very affordable so we did not have to worry about additional
points of failure by putting in an HDD or an SSD. It is priced at $90.00 makes it a worse
option compared to the Raspberry Pi 4 Model B.

The Raspberry Pi 4 Model B is from the fourth generation of the Raspberry Pi
single-board computer series. Located in the United Kingdom, the Raspberry Pi
Foundation developed the Raspberry Pi 4 Model B along with many other varieties of
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single board computers and microcontrollers [59]. For general purpose input and output
pins, the board has a 28-pin header, the least amount in our comparison. It does have a
2-lane MIPI CSI camera port on board. A previous generation would suffice but older
models that are not produced anymore are around the same price point, around $55.00.
The latest model, the Raspberry Pi 5 is advertised to offer “2-3x speed of the previous
generation” but at a higher price of $80.00 so the Raspberry Pi 4 Model B offers a
healthy balance of features and price.

The Nvidia Jetson Nano is a developer kit designed by Nvidia for AI and robotics
applications. Nvidia is a company widely known for producing high-performance
graphical processing units (GPUs) for gaming PCs and consoles. They have also made
many advances in AI with their own parallel computing platform, CUDA [60]. The
Nvidia Jetson Nano has CUDA 10.2 and is able to use it to accelerate applications.
However, due to the COVID-19 pandemic, a global chip shortage caused the Nvidia
Jetson Nano to be priced at over five hundred dollars on the secondary market. This put it
way over its manufacturer’s suggested retail price (MSRP), but it has mostly subsided
back to its MSRP and become affordable again. The Nvidia Jetson Nano offers a
powerful single-board computer with great proprietary components and AI and
capabilities at the cost of $99.00, assuming we can get it from Nvidia directly.

This was one of the more difficult decisions to make. While it was easy to eliminate the
Raspberry Pi 4 due to its GPU being extremely limited (relative to the other options), the
rest of the boards were much more evenly matched. This led to us getting nitpicky over
what we thought was good or bad for our AI development kit. The two most critical
factors were the camera connectors and the inclusion of a heatsink. In the case of the
former, the need for a troublesome flex cable eliminated the BeagleBone AI-64 from our
pool of options. In the case of the latter, the lack of a heatsink was what led to us
excluding the Odroid-M1.

Of the above options, the Nvidia Jetson Nano is the only option to have a built-in
heatsink to help offset overheating, a powerful GPU unit to quickly manage object
detection, and a reasonable camera connector to allow for more camera options. If we
chose to use another board, we would either have to consider adding our own heatsink or
greatly increase the planned fans, simply because the single-board computer would heat
up much too fast to be used for long.
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Factor
BeagleBone
AI-64 [54, 55] Odroid-M1 [58]

Raspberry Pi 4
Model B [59]

Nvidia Jetson
Nano [60]

GPU

3D GPU
PowerVR
Rogue 8XE
GE8430 Mali-G52 MP2 Integrated

128-core
NVIDIA
Maxwell
architecture
GPU

CPU

Dual 64-bit
ARM
Cortex-A72

Rockchip
RK3568

Quad core
64-bit ARM
Cortex-A72

Quad-core
ARM
Cortex-A57
MPCore
processor

Maximum
CPU Clock

Speed 2.0GHz 1.992GHz 1.5 GHz 2.0 GHz

Memory 4GB LPDDR4 8GB LPDDR4 4GB LPDDR4 4GB LPDDR4

GPIO pins
Two 46-pin
headers 40-pin header 28-pin header 40-pin header

Camera
Connectors

15 pin to 22
pin camera flex
cable required

1x 15-pin 2-lane
MIPI CSI

1x 15-pin
2-lane MIPI
CSI

1x 15-pin
2-lane MIPI
CSI-2

Power
Consumption 5W-15W 1.25W-4.44W 2.7W-6.4W 5W-10W

DC Input 5V 12V 2A 5V 3A 5V 4A

Board Size 4’’ x 3.1’’ 90mm x 122mm 85mm x 56mm 70mm x 45mm

Heatsink? No No No Yes

Cost $190.00 $90.00 $55.00
$99.00 -
$165.00

Table 3.4.3.1: Comparison of Single-board Computers.

3.5. Machine Learning
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Machine learning is a subset of artificial intelligence, and its objective is to recognize
patterns using math, more specifically, statistical analysis to make informed decisions
[61]. Furthermore, the objective of artificial intelligence, as a whole, is to produce a
machine, or machines, that can reproduce the production of a human mind. Considering
that this is artificial intelligence and not an actual human brain, a parallel between the two
can be drawn; the more data and information that is fed into the body, the more accurate
the output prediction did [62]. This is due, not only, to processing the data correctly and
learning from that, but also from making mistakes in the processes and learning the
seemingly insignificant differences between right and wrong. This process is defined as a
self-learning algorithm, where the machine gains knowledge from the processed datasets
to predict the outcomes of future related data. When considering machine learning the
process is made up of multiple different phases [63].

Figure 3.5.1: This illustration shows the connection between Artificial Intelligence,
Machine Learning, and Deep Learning.

There is the Problem Declaration phase; in this phase, the problem that needs solving did
be identified, the input/output data did be defined, and the objective of the machine
learning project did be defined. In the case of this project, the problems that did be
solved, through the point of view of the Vending Machine, are the hand gestures for the
digits one, two, three, four, and five, as well as, the hand gestures for confirm and
decline. The input and output data, for processing, consisted of hands, both left and right,
that have one, two, three, four, and five fingers up, along with, a thumb up and thumb
down to signify confirm and decline. The objective would be to learn the hand signals to
the point where there are very minimal inaccuracies.

There is the Data Collection phase; in this phase, good and reliable input and output data
is needed. More specific to the vending machine, the input data did have multiple
different angles for the same digits and gestures; there did be top views and side views
from both sides. There is the Data Preparation phase; in this phase, the data from the
previous phase is split into the training data, which is the data used to train the artificial
intelligence, and the testing data, which is used to test the trained machine.
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There is the Model Selection phase; in this phase, there are selections for the model,
which can be seen as the perspective for which the patterns, in the data, are recognized,
and algorithms, which is how the model goes about receiving its input and output. There
is the Training phase; in this phase, the machine learning model is passed the data that
was reserved for training and as it goes through the data, the model gets better and more
equipped to answer the problem that was defined in the problem declaration phase. In the
case of the vending machine, as more data gets processed, it becomes more equipped to
decide what hand signal is a thumb up or down and what hand signal is one, two, three,
four, or five.

There is the Model Evaluation phase; in this phase, the model is reviewed for accuracies,
inaccuracies, and speed. It is also reviewed for the case that the model is the incorrect
model for this specific set of data. Finally, there is the Machine Learning Deployment
phase; in this phase, all the adjustments have been made, the model has been trained and
tested sufficiently, and it is ready for deployment.

A model, within the context of artificial intelligence, can be described as a set of
equations whose output describes a real-world situation and possibly predicts future
behavior of the given problem [64]. Models, in the realm of artificial intelligence, are the
resultant system that remains, after the training and testing data is processed. This is
important because the model existing to learn and predict is conceptually the basis of AI
and machine learning. These models can be trained using Supervised Learning,
Unsupervised Learning, Reinforcement Learning, and furthermore Deep Learning and
Neural Networks [65].

For the hands-free vending machine, there are specific, mandatory attributes needed in a
model to make the vending machine run as it should. The model needs to be able to take
images and classify whether the sensor sees a thumb up, or thumb down and recognize if
the sensor is seeing a digit one, two, three, four, or five. A training method that
specializes in some sort of image classification is needed. The model does not have any
time restriction on it as far as training the model. Therefore, the training phase of the
model does not have to be very fast.

Supervised learning is one of the ways that machine learning models are trained and what
makes supervised learning special is that it is used to train machines using labeled data,
meaning that the machine already knows of the correct output of the algorithm before the
machine fully processes the, also labeled, input data [66]; this provides a direct feedback,
to the machine, between output and input. For the training strategy of supervised
learning, the machine learning aspect stems more so from the algorithm investigating
how and why the specific block of labeled input data results in the specific block of
labeled output data.

The two types of problems that supervised learning is specifically fit to handle are
classification problems and regression problems. A classification problem is a problem
where the machine’s goal is to be able to predict what class, or group, a piece of data
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belongs to; an example would be a machine being able to predict if an apple is a fruit or
vegetable given the apple’s specifications such as size, acidity, and sweetness. A
regression problem is a problem where the machine’s goal is to be able to “understand the
relationship between dependent and independent variables” [66]. An example of this
would be a machine finding the relationship between education and the net worth of a
person.

The aim of the supervised learning algorithm is primarily to forecast some sort of
outcome; some of its real world uses include predicting if a phone call is a robot or a
human, predicting stock values over time, and performing risk evaluations. Setting the
correct parameters and picking the best algorithms for each specific problem is very
important; each algorithm is very good at specific jobs and problems, however when an
algorithm is chosen, but is not the most optimal, it can lead to a very inaccurate model
[62]. Popular algorithms for supervised learning include linear regression, logistic
regression, k nearest neighbor, and random forest. These all have their own specific
strengths and weaknesses; the algorithm picked, in the case of supervised learning, is
based, almost completely, on the size of the data sample, the amount of time readily
available to train the model, amount of memory available, and accuracy requirement of
the project [62].

An advantage for supervised learning is the highly accurate result of the model and the
ability to predict new data, from the training. This comes from the labeled input and
output data from the training phase. A major disadvantage also stems from the labeled
input and output data in the training phase; the large amount of labeled data the model
has to process can result in very slow processing of the input and output data.

Figure 3.5.2: This image shows the similarities and differences between Supervised and
Unsupervised Learning.
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Unsupervised learning is another one of the ways that machine learning models are
trained and what makes unsupervised learning unique, and differ from supervised
learning, is that unsupervised learning is used to train machines without supervision and
with using unlabeled data, meaning that the machine does not know of the correct output
of the algorithm before the machine fully processes the, also unlabeled, input data [66]. A
model that uses unsupervised learning tries to label the output data based on the features
of the input. Furthermore, the way unsupervised learning models learn is by finding
patterns between the input and output; the model attempts to label the output data based
on features of the input.

The three types of problems that unsupervised learning is specifically fit to handle are
clustering problems, association problems, and dimensionality reduction problems [66].
A clustering problem is a problem where data points are grouped together by similarities;
an example would be a machine grouping together fruits by color. An association
problem is a problem where the machine searches for relationships between data points.
An example of this is market basket analysis. A dimensionality reduction problem is a
problem where the machine’s goal is to be able to reduce the number of variables while
preserving the highest amount of information possible. An example of this would be a
machine removing noise from a picture or video.

The aim of the unsupervised learning algorithm is primarily to find outliers in the dataset
or to organize the datasets into groups [67]; a real-world use of unsupervised learning
includes finding outliers in a dataset. Popular algorithms for unsupervised learning
include k-means clustering, DBSCAN, and principal component analysis. These all have
their own specific strengths and weaknesses; the algorithm picked, in the case of
unsupervised learning, is based, almost completely, on the size of the data sample, the
amount of time readily available to train the model, amount of memory available, and
accuracy requirement of the project.

An advantage for unsupervised learning is how much less manual data labeling and hands
on data preparation, in general, is needed. Whereas for supervised learning, there is a
need for much more user supervision. A major disadvantage stems from how much less
supervision there is when in comparison to supervised learning; in unsupervised learning,
the little to no supervision can lead to inaccurate results unless there is validation by a
person proctoring the training phase [66].
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Figure 3.5.3: This illustration shows how Clustering works for Unsupervised Learning.

Reinforcement learning is another one of the ways that machine learning models are
trained and what makes reinforcement learning unique, and differ from other training
methods, is that reinforcement learning is used to train machines using an agent and an
environment [68]. An agent is the learning, decision-making body being trained through
trial and error and the environment is the body to which the agent interacts through
simulated scenarios. The agent trains to earn as many rewards as possible and rewards are
earned as the agent gets decisions correct within the environment.

On the contrary, the agent is not rewarded, but punished, every time the agent is incorrect
on a decision. A model that uses reinforcement learning uses an agent and environment to
iterate through multiple possible solutions to earn the most possible rewards with little to
no supervision necessary. The primary type of problem that reinforcement learning is
specifically fit to handle is a reward-based trial and error problem. Some examples of this
would be a maze learning machine, a puzzle learning machine, and a game building
machine.

The aim of the reinforcement learning algorithm is primarily for the agent to encourage a
certain behavior and earn as many rewards as possible; a real-world use of reinforcement
learning includes predictive text. Reinforcement learning algorithms fall under one of two
different algorithms, model-based and model-free. It is said that, “if the agent can predict
the reward for some action before actually performing it thereby planning what it should
do, the algorithm is model-based. While, if it actually needs to carry out the action to see
what happens and learn from it, it is model-free” [69].

The model-based algorithm is better for environments that stay the same and an example
of a model-based algorithm would be a maze; the overall shape of the maze stays the
same and the only thing that changes about the maze is where, in the maze, the agent
currently resides. The model-free algorithm is better for environments that are more
dynamic, and an example of a model-free algorithm would be a self-driving car. Popular
algorithms for reinforcement learning include q-learning, SARSA, Monte Carlo, and
Deep Q Learning. These all have their own specific strengths and weaknesses; the
algorithm picked, in the case of reinforcement learning, is based on whether the
environment is static or dynamic. Some advantages for reinforcement learning are how
little hands-on data preparation is needed and the simplicity of selecting models. A
disadvantage is how rigid and narrow the focus of the training method can be.
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Figure 3.5.4: This illustration shows the process of the agent and environment for
Reinforcement Learning.

For the hands-free vending machine, the stated mandatory attribute needed, in the model,
to make the vending machine run as it should was specifically image recognition
specialization; the model needs to be able to take images and classify whether the sensor
sees a thumb up, or thumb down and recognize if the sensor is seeing a digit one, two,
three, four, or five. The training method that fits the best, of the three stated, is the
supervised learning method. This is because one of the problems supervised learning
specializes in is the classification type of problem. Outside of this, supervised learning
fits this project better than unsupervised learning because although unsupervised learning
specializes in clustering, which could be useful for clustering different hand signals
together, unsupervised learning lacks the human intervention aspect when there is an
outlier in the set. The supervised learning also fits this project better than reinforcement
learning because reinforcement learning severely lacks any attribute a model could
possibly need for this project.

Deep learning is a subset of machine learning, and therefore a subset of artificial
intelligence, and its objective is to recognize patterns using math, more specifically,
statistical analysis to make informed decisions; by performing statistical analysis to
recognize patterns, deep learning has the capability, and goal, of replicating certain,
focused tasks as if it was a human brain making the decisions. So much so that deep
learning refers to the depth of node layers in the neural networks [70]. Neural networks
are a collection of node layers that make up a system of communication like one of the
neural connections of the brain.

This system of communication consists of an input layer, a hidden layer, and an output
layer. The input layer takes the input parameters, processes them, and passes its output to
the hidden layer. The hidden layer takes the input from the input layer and further
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anatomizes the data that was received and learns the intricacies of each factor in the
received data. There can be multiple layers within the hidden layer and this output from
the hidden layer is passed to the output layer, where the output layer makes the final
predictions for the input’s question. Each node, in each layer, is its own linear regression
model and the weights of each node determines how much of an impact that specific
node has on the output [71].

Machine learning and deep learning are very similar in many ways. Both attempt to
replicate a human mind using some sort of underlying statistical algorithm. Both require a
very large sample of data to yield truly consistent and accurate results. However, a lot of
the differences between the two lie within the margins. When examining deep learning, it
can be seen that a deep learning model would need more data; deep learning is much
more fit to handle unstructured data and more bandwidth is necessary to handle data that
is not structured. This is a reason why deep learning is used in areas such as automation,
image-based gesture recognition, and self-driving cars. Whereas with machine learning,
less data is generally needed for the same reason; the data is structured and therefore
needs less information.

For the hands-free vending machine, the stated mandatory attribute needed, in the model,
to make the vending machine run as it should was specifically image recognition
specialization; the model needs to be able to take images and classify whether the sensor
sees a thumb up, or thumb down and recognize if the sensor is seeing a digit one, two,
three, four, or five. It was seen that the supervised learning method, using machine
learning, would be the best fit for this, but, when further examined, it can be deduced that
deep learning is much more fit for this project. This is primarily due to machine learning
being severely inferior in processing unstructured data as well as deep learning being
vastly more fit to handle image-based gesture recognition specifically.
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Figure 3.5.5: This figure shows the process of Deep Learning when it is processing

images.

Although deep learning is its own entity, to make a model, it did still follow some sort of
algorithm, as machine learning models do. An algorithm is described as “a process or set
of rules to be followed in calculations or other problem-solving operations, especially by
a computer” [72]. Neural networks and the neural network architecture are very
important to deep learning algorithms. Furthermore, the differences in the way the two
algorithms are shaped, make the difference in how they perform and react to data. The
primary algorithms in the space of deep learning include Convolutional Neural Networks
and Recurrent Neural Networks.

The convolutional neural networks algorithm is one of the ways that deep learning
models are produced; models are the output of algorithms and these models “run on data
and represent what was learned by the algorithm” [73]. As mentioned in a previous
paragraph, neural networks are a collection of node layers that make up a system of
communication like one of the neural connections of the brain, with the node layers
including the input layer, the hidden layer, and the output layer. The convolutional neural
networks are made up of a feedforward neural network, meaning that this type of neural
network does not include a loop and it only goes one way.

The other two important features the CNN includes are the filters and the pooling layers.
Filters are “small matrices of weights tuned to detect certain features in an image, such as
colors, edges or textures” [74]. Multiple filters are used for each specific piece of data the
CNN is examining and each filter the CNN uses helps it understand the piece of data
more than it did before the filter. The pooling layers provide a way of compression of the
data at the end of the CNN; the data can become heavy with all the different filters. The
problems that the convolutional neural network solves are problems that include photos
and videos; the CNN is used for tasks like facial recognition and image classification.
Something that the CNN can do, after being trained, is input a picture, and predict the
class it belongs to.

An advantage the convolutional neural network has is the ability to take images and
classify them; this could possibly be very advantageous especially for a project that relies
on picking up on what hand signs are being displayed. Another advantage stems from the
ability of this algorithm to stay relatively light from a data aspect; the input and output
data are fixed, and this makes the neural network faster. A disadvantage stems from the
fact that the CNN is not greatly fit to handle any type of problem that includes predictive
text tasks.
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Figure 3.5.6: This image shows the full process of the Convolutional Neural Network.

The recurrent neural networks algorithm is one of the ways that deep learning models are
produced; models are the output of algorithms. The recurrent neural networks are not
made up of a feedforward neural network; there is a feedback loop and this loop feeds
information back into the algorithm. This loop in the algorithm is used to detect patterns
in the videos or text; each loop the algorithm learns. The algorithm learns and retains
information due to recurrent cells.

Recurrent cells are “the units containing the feedback loops” and they “enable the
network to retain information over time” [74]; recurrent cells use new data and prior steps
to update the analysis of the input. The problems that the recurrent neural network solves
are problems that include text or sequential data in general. The RNN is used for tasks
like speech analysis. An advantage for the recurrent neural network is the ability to
analyze sequential data such as text and speech recognition [75]. A disadvantage stems
from the fact that the RNN has no sort of backend compression of the data and therefore
the data can end up getting bigger and staying bigger.

For the hands-free vending machine, the stated mandatory attribute needed, in the model,
to make the vending machine run as it should was specifically image recognition
specialization; the model needs to be able to take images and classify whether the sensor
sees a thumb up, or thumb down and recognize if the sensor is seeing a digit one, two,
three, four, or five. The learning algorithm that fits the best, of the two stated, is the
convolutional neural network learning algorithm. This is because one of the problems
convolutional neural networks specializes in is the image-recognition type of problem.
Furthermore, the CNN is considered supervised learning under the classification of neural
networks and this meets a requirement stated earlier. Outside of this, the convolutional
neural networks algorithm fits this project better than the recurrent neural networks
algorithm because although the RNN learning specializes in video, which could be useful
for the video of the different hand signals being used, RNN lacks the classification aspect
that is needed for selection.

The hands-free vending machine’s machine learning aspect required a couple of things:
being able to classify different hand gestures, being very accurate when it comes to hand
gestures, having quick outputs, and being able to handle unstructured data. A sector of



Project Documentation Group 1 61
machine learning met the criteria for classification, however it struggled with
unstructured data. RNN met the criteria for unstructured data, but it did not specialize in
image-based classification. Deep learning, supervised learning, and convolutional neural
networks met all the different requirements set. Deep learning handles data that is
unstructured very well. The supervised learning handles classification very well. Finally,
the convolutional neural networks handles image-based classification very well, is very
fast, and is very accurate.

3.6. Additional Components of Interest

3.6.1. Shell Fabrication
The first material to be examined is the material making up the shell, or outer casing, of
the Hand Gesture Vending Machine. The outer shell serves as a strong foundation and
structure for the snacks and technology to be housed in. This strong casing that was used
for the hand gesture vending machine was referred to as shell fabrication. These materials
play a big role in determining the durability and cost of the vending machine’s outer shell
and furthermore the vending machine.

One of the most common outer shell materials of vending machines is steel. This is
because steel is cheap, easy to maintain, and easy to clean. However, with some vending
machine companies looking to appear more modern, they have looked to different
materials to keep a lot of the cheapness and cleanliness but increase the beauty. The
decision shell fabrication material of the hand gesture vending machine is critical for
several reasons; it directly impacts the durability, functionality, and safety of the vending
machine. Obviously, the durability of the machine is directly affected by bad or brittle
material and this would cause the machine to break down.

The less obvious effect of the shell’s material is any sort of rusting or corrosion; iron is
considered a strong metal; however it rusts, and this causes a lot of companies to steer
away from using iron. Therefore, for this project, it is very important to use a material for
the shell that has a lot of durable attributes. Lastly, we have the cost and affordability.
Cost obviously plays a big role in the selection of materials for the outer casing; the
casing is very important for creating a strong foundation and a strong base to house all
the elements that rest inside like the glass panel or the motors. However, the casing is not
important enough to spend too much money on it. The choice for material comes down to
weight, cost, safety, and durability.

Plastic is the first option for the outer shell of the vending machine. The type of plastic,
more specifically, would be Acrylonitrile Butadiene Styrene (ABS) plastic. ABS plastic
has many uses in many industries from kids toys to plumbing pipes [76]. This versatility
is because of how strong and light the plastic is. With the plastic being strong, light, and
corrosive resistant [77]; this makes it a great choice for the outer shell for the vending
machine. It is also cheap; it ranges from $1.70 to $2 per pound [78].The material is also
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cost-effective, offering a balance between performance and cost while providing
durability and safety at a reasonable price point.

The second option, for the outer shell of the vending machine, is steel. Steel has many
uses in many industries, hence why it is the most used metal in the world. This wide use
is because of how strong, durable, and impact resistant the metal is. With steel being
strong, cheap, and corrosive resistant, steel would be a great choice for the outer shell for
the vending machine, if it wasn’t for the density of it [79]. With only costing $0.20-$0.70
per pound [80], it is a very cost efficient metal and with it being as strong as it is, it would
be great, but the overwhelming density is too much to look past.

Aluminum is the last option for the outer shell of the vending machine. Aluminum is also
a very versatile metal ranging from the cell phone business to soda cans; it can be
deduced that both industries use this metal, at least in part, due to its strength to weight
ratio [81]. Since aluminum is light, strong, and corrosion resistant, it makes the metal
versatile and usable in any industry. Furthermore, with it being cheap and ranging
between $0.13-$1.53 a pound [82], aluminum becomes a very strong suitor for the
vending machine. The material is also cost-effective, offering a balance between
performance and cost while providing durability and safety at a reasonable price point.

The best option for the hand gesture vending machine would likely be aluminum.
Aluminum offers a good balance between durability, performance, and affordability,
making this material a cost-effective choice for the outer shell in various applications,
including vending machines. Aluminum is the most cost efficient; it is not the cheapest,
but the best value comes from it. Since aluminum is lightweight it allows for the ease of
installation, and handling. With the ease of fabrication, it is able to easily be cut, drilled,
and shaped to custom specifications, allowing for flexibility in design.

3.6.2. Glass And Glass Alternatives
Another thing to be considered is the material utilized for the display panel of the hand
gesture vending machine, with an accentuation on glass or glass alternatives. The display
panel did serve as the interface between the client and the vending machine, showing
item data. Transparent or translucent materials that are utilized to cover and ensure the
display panel while allowing for visibility of the content displayed underneath can be
referred as glass or glass alternatives.

With these materials playing a significant role in determining the durability, safety,
clarity, and aesthetics of the vending machines display. Normally glass is the more
popular choice for display panels due to its transparency, scratch resistance, and ability to
maintain optical clarity over time. However, with recent advancements in materials
science this has led to the development of various alternatives to glass, offering
comparable or enhanced properties while addressing specific needs or preferences.
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The decision of glass or glass alternatives for the display panel of the hand gesture
vending machine is critical for several reasons, it directly impacts the durability,
functionality, and user experience of the vending machine. There are many important
reasons why this component is important for the project. One of the reasons is the
visibility and readability. The display panel did serve as the interface through which users
interact with the hand gesture vending machine. It is imperative that the chosen material
provides excellent visibility and readability of the displayed content, including pricing,
and product information.

Another factor to consider is the protection and durability the glass or glass alternatives
has to offer. The display panel is exposed to various environmental factors, including
physical impact, moisture, UV radiation, and scratches. The material that we decide to go
with for the vending machine must offer sufficient protection and durability to withstand
these conditions. Safety and security play a role in the decision on glass or glass
alternatives materials. For instance, in locations such as a retail environment or a park,
safety is a primary concern. The display panel should be constructed from materials that
are able to withstand an event of breakage or damage, prioritizing safety.

Lastly, we have the cost and affordability. Cost considerations play a crucial role in the
selection of materials for the display panel. When it is all said and done the choice of
glass or glass alternatives for the display panel of the hand gesture vending machine
directly impacts its reliability, cost-effectiveness, usability, and safety.

Tempered glass is the first option for glass or glass alternatives to choose for the hand
gesture vending machine. Tempered glass is a type of safety glass that undergoes a
thermal tempering process, increasing its strength and resistance to impact [83]. By
heating the glass to extreme temperatures and then rapidly cooling via blasts of air which
causes the outside layers of the glass to solidify before the inside layers do. When
tempered glass is struck, instead of shattering into dangerous pieces, it shatters into small,
dull cubes making it safer for those nearby. Tempered glass is stronger than regular glass,
with enhanced resistance to breakage and shattering. Tempered glass is scratch resistant
due to the surface of the glass hardening during the tempering process. The material is
also cost-effective, offering a balance between performance and cost while providing
durability and safety at a reasonable price point.
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Figure 3.6.2.1: Automobile windshield with “spider web” cracking typical of laminated
safety glass.

Next glass or glass alternative option is acrylic glass. Acrylic is a transparent
thermoplastic known for its lightweight, shatter-resistant properties, and optical clarity
[84]. The acrylic material is significantly lighter than glass, making it easier to handle and
install in various applications. Generally acrylic glass is more affordable than tempered
glass, offering a cost-effective alternative for applications where cost and weight are
considerations. Acrylic offers high impact resistance, making it suitable for applications
where durability is essential. With acrylic glass being easily fabricated it allows for
acrylic to be cut, drilled, and shaped to custom specifications, allowing for flexibility in
design and installation. Another great specification acrylic glass offers is UV resistance.
Some acrylic glasses offer UV resistance to prevent yellowing or degradation when
exposed to sunlight.

Laminated glass consists of two or more layers of glass permanently bonded together
with one or more polymer interlayers using heat and pressure [85]. Laminated glass can
adapt to suit many architectural projects, those that require demanding performance in
terms of increased security, safety, noise reduction, and even UV protection. The safety
features consist of the laminated glass being able to retain fragments together in the event
of breakage, reducing the risk of injury from sharp edges or flying debris. Acoustic
insulating glass adds noise reduction as a benefit, helping to reduce noise levels. When
considering the cost considerations, laminated glass may be more expensive compared to
tempered glass or acrylic due to its additional safety features and manufacturing process.
Lastly laminated glass is offered in various thicknesses to meet specific safety and
performance requirements.

Glass-Ceramic such as Gorilla Glass combine the strength and durability of glass with the
scratch resistance and optical clarity of ceramics. The materials used have the same
chemical compositions as glasses but differ from them in that they are typically 95-98%
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crystalline by volume, with only a small percentage vitreous [86]. This material is
typically characterized by high strength, high impact resistance, and lightweight.
Glass-ceramic materials offer exceptional strength and toughness, making them highly
resistant to impact and scratches. Glass-ceramic can be produced in lightweight and thin
forms, making them suitable for slim and sleek device designs. Although this material
offers superior durability and scratch resistance, it might come at a higher cost compared
to other materials like acrylic or tempered glass.

Finally, the last glass or glass alternative option we have is polycarbonate. Polycarbonate
is a transparent thermoplastic sheet material often chosen for its advantage with impact
resistance, insulation, flexibility, and flame retardance [87]. When it comes to other glass
polycarbonate is virtually unbreakable, it is 250 times more resistant to impact. Despite
its high impact resistance, it is lightweight, 30 times stronger than acrylic, and over 200
times stronger, and six times lighter than glass. Polycarbonate is exceptionally good in
terms of durability, but with cost considerations in mind polycarbonate may be more
expensive than acrylic and less cost-effective for some applications. Polycarbonate can
provide softer lighting in building situations where it is preferred over direct sunlight,
making it UV protected.

The best option for the hand gesture vending machine would likely be acrylic. Acrylic
offers a good balance between durability, performance, and affordability, making this
material a cost-effective choice for display panels in various applications, including
vending machines. Acrylic is normally more budget friendly when compared to other
materials such as tempered glass or glass-ceramic. Since acrylic is lightweight it allows
for the ease of installation, and handling. With the ease of fabrication, it is able to easily
be cut, drilled, and shaped to custom specifications, allowing for flexibility in design.
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Specification
Tempered
Glass [83]

Acrylic
[84]

Safety
Laminated
Glass [85]

Glass-Ceramic
(Gorilla Glass)

[86]
Polycarbonate

[87]
Impact

Resistance 4 3 5 5 4
Scratch

Resistance 4 2 3 5 3
Optical
Clarity 5 4 5 5 3

Weight

½” glass
weighs 6.5
lbs/ft

½” glass
weighs
3.04
lbs/ft

½” glass weighs
6.36 lbs/ft

4.88 kg/m2 at
2.00 mm 1.5 lbs/ft

UV
Resistance

Blocks
60%-70%
UVB rays

Blocks
up to
90% of
UV rays

Can block more
than 99% UV
rays ~

Blocks almost the
entire relevant
UV spectrum

Ease of
Fabrication 2 5 3 3 5

Safety
Features

Shatters into
small, blunt
fragments None

Retains glass
fragments
together in event
of breakage

Exceptional
strength and
toughness

Virtually
unbreakable, may
flex on impact

Cost 3 5 3 3 3
Table 3.6.2.1: Comparison of Glass and Glass alternatives, with 5 indicating highest

performance and 1 indicating lowest performance.
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4. Project Standards and Design
When it comes to project development, there is a significant number of variables one
must address and control. Controlling a machine’s temperature, determining the
connection types, setting rules for battery interfacing and circuit board work, and more all
address and control some of the variables a project works with, forming a set of
Standards. In some cases, existing circumstances might control these variables for us.
Financial limitations, size restrictions, manufacturing prerequisites and followup
requirements, and more all fit under this umbrella; these control yet more variables,
forming the project’s Constraints.

It is through these standards and constraints that the final design may begin to take shape.
Without standardization or constraints, designs would run wild with inconsistencies and
blank values, could cost far more than they should, or simply not do what the consumer
actually wanted in favor of what the engineers and designers choose. Standardization and
constraints, while limiting factors, ultimately aid engineering design to offer consistency
and financially reasonable solutions for interested parties.

These standards and constraints are split according to whether or not they are associated
with the hardware of the Hand Gesture Vending Machine, or associated with the software
of it. Similarly to Section 3. Related Project Research, this has been done for the sake of
organization and ease of access. Splitting these standards and constraints also offers us
the ability to delegate who did assure these standards and constraints are followed to the
best of our ability.

4.1. Hardware Standards and Constraints

4.1.1. Connection Standards
Connection standards are something that we have to ensure to follow. Being that our
device is utilizing many different components, we need to ensure that the proper
connections between the devices and components can be made and function properly. For
the camera and the AI development board, to ensure compatibility the camera’s cord was
taken into account and cross checked with the development boards to ensure that a
connection between the two can be done. We also need to take into account the
connection made between the microcontroller and the numerous IR sensors that were
implemented in the vending chamber to ensure proper feedback. The battery that did
power the system did also need to be able to connect and supply power to each hardware
component within the system. This meant we also needed to not only keep track of how
much power each component needs but the type of port that is required to power the
board to ensure it can be implemented with our power supply. Connections also need to
be considered and standardized for both the LCD display and LEDs.
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To ensure that these standards are followed, as well for the PCB design, we did follow
IPC standards for the connections within our PCB. IPC-2221 is a generic standard for
PCB design that was followed to ensure proper quality and performance from our PCB
design. This particular standard also has other underlying standards further within the
IPC-2220 series of standards that cover rigid, flex, and other PCB designs which we did
also utilize for our particular design to follow the standards for our PCB.

In this project, we did use a Camera Serial Interface 2 (CSI-2) connection between our
selected camera and the Nvidia Jetson Nano AI Development Kit. This is a subtype of the
Mobile Industry Processor Interface (MIPI) connector. MIPI standards have gone through
several revisions over the decades; these revisions are maintained and supervised by
multiple organizations, forming a larger organization called the MIPI Alliance [88].
These standards, set by the conglomerate organization, are in place to ensure that the
connections are supported correctly and to keep connection speeds high.

4.1.2. Soldering Standards
J-STD-001 is the standard issued by the Institute for Printed Circuits (IPC) for soldering
[89]. The institute first released this standard in 1992, and has since published revisions
to the standard. The institute issued this standard in order to help train and certify
individuals on both proper and safe processes to connect two conductive metal surfaces
to one another. This standard goes into great depth on the material requirements, process,
acceptable, and unacceptable outcomes. Material requirements cover the type of solder
paste, solder system, cleaning media, and flux, as well as the target mediums to solder
together. It is important to use the correct material, so no errors or defects may occur
during the process of soldering.

With this in mind, the standard states the proper way to solder from the distance between
two mounting parts to the method used for through-hole components. The standard goes
on to demonstrate how a soldered part should look, and if any errors or defects occurred,
the standard tells one how to fix it. Improper soldering is a quick way to ruin a project or
inflict injuries. Therefore, in this project, we did follow this standard to avoid common
problems found with incorrect soldering. Ultimately, J-STD-001 is an essential standard
to follow the best practices in soldering.

4.1.3. Economic Constraints
In Section 2.4. Requirements and Specifications, various self-imposed limitations were
set on this project. Among them was the financial constraint of keeping the entire budget
of the Hand Gesture Vending Machine within seven hundred dollars ($700.00) to the best
of our ability. This is critical in multiple aspects. First and foremost, an overall cheaper
design allows for more freedom for any emergency replacements in components or
additions to be made later on in the case of faulty or uncooperative components. Second,
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a cheaper design permits for less strain to be put upon us as a whole team; as university
students, finances for the team are not exactly flush with wealth, so minimizing costs did
ease our stress and our wallets. Third, a cheaper prototype in a practical scenario is
critical to gather the interest of companies observing the work done; a cheap prototype
would likely mean a cheaper final product, meaning they can profit more from the design.

The easiest ways to minimize cost for a project such as ours is threefold. Most critically,
using components already in our possession. A good example of this is that we are
re-using an Nvidia Jetson Nano instead of purchasing one - a cost cut of over a hundred
and fifty dollars. Second, simply selecting cheaper components when they did do the job
over high-performing options. Oftentimes, the best option is not the one that can do a lot,
but the one that does just enough to work well for the project. The final thing to do is to
double-check the overall design prior to committing to the components - to measure
twice and cut once, as the saying goes. This did help minimize part replacement from our
own purchasing errors, which by extension cuts down on the final cost. One example we
are familiar with is the purchase of resistors in the wrong size; the resistors themselves
are cheap, but the shipping is fairly expensive, so re-purchasing the components in the
right size is much more expensive.

4.1.4. Weight and Size Constraints
Another self-imposed restriction set for the Hand Gesture Vending Machine had been the
machine’s weight and size. For this project, we have limited it to twelve kilograms
(~26.5lb) and sixty-one centimeters in all directions (61 cm x 61 cm x 61 cm, ~2’ x 2’ x
2’) despite being a vending machine; this is because the number of vendable options is
only four instead of the wide selection most modern vending machines possess. As a
small-scale vending machine, it did remain relatively boxy in shape and be designed with
being moved around without a dolly or lift in mind.

Accomplishing all of the above requires some significant considerations. The constraint
of size is relatively simple, when standing alone. Much of the work to accomplish it
comes down to 3D modeling and properly setting and segregating the space for vending
goods and internal components in such a way as to avoid cramping either half; given the
dimensions of various snacks are easily accessed - either on the internet or via purchasing
one - this can be done with some experience in a modeling program and discussion with a
metalworking company that does custom requests. On the other hand, weight is a much
more difficult thing for us to balance. A metal shell for the Hand Gesture Vending
Machine is not light, and did likely be a majority of the project’s weight on its own. Add
in the components, and there is a genuine risk of going over the weight constraint we
have set. While unfortunate, this is still acceptable so long as the weight is not so
egregious as to need us to use a dolly to lift the project and move it around.



Project Documentation Group 1 70

4.1.5. Temperature Constraints
Given we are working with an AI Development Kit and object detection in this project,
one significant point of concern is the risk of overheating the expensive component from
consistent use. As such, one of our self-imposed rulings is to keep the device at or under
ninety degrees fahrenheit (90°F), which is about thirty three and one third degrees celsius
(~33.3°C). This temperature may seem high for an indoor vending machine prototype,
but object detection is a graphically intense process and heats up the processing unit
significantly. As such, cooling it is a top priority. There is also the power supply to
consider, which also requires space for its fans to intake cool air and output the hot air
from its constant operation.

The best means to accomplish cooling for both is quality ventilation. This has to be taken
into account with both fans and mounting spots for said fans on the external shell of the
vending machine. Additionally, it is critical that there is open space for both the power
supply and the AI Development Kit to ‘breathe’ with their fans; without clear access of
both cool air to intake and space to ventilate the hot air, the Hand Gesture Vending
Machine won’t cool properly.

4.2. Software Standards and Constraints

4.2.1. Programming Languages
This section did go over the standards and constraints in programming languages.
Programming languages are standardized to ensure consistency of output, scalability, and
the quality of the product. Constraints in software development serve as an inadvertent
bottleneck for the progress of a project.

4.2.1.1. C Programming Language
C is one of the most commonly used programming languages in the world. This is
because C is a relatively lightweight language that many programmers know, and it can
specialize in low-level programming and high-level programming as well. The C
programming language has several standard versions, with the most commonly used ones
being C89/C90, C99, C11, and C18 [90]. C18 (ISO/IEC 9899:2018) is the most recent
standard for the C programming language. C is one of the most commonly used
languages, more specifically, for microcontrollers and was used for the hands free
vending machine.
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4.2.1.2. Python Programming Language
Python is one of the most commonly used programming languages in the world. This is
because Python is an object-oriented language that is generally considered easy to learn
and it specifically specializes in automation and more specifically, in the case of the
hands free vending machine, machine and deep learning. The Python programming
language has several standard versions. PEP-8 is the most recent standard for the Python
programming language. Python is one of the most commonly used languages, more
specifically, for deep learning and was used for the hands free vending machine.

4.2.2. Programming Constraints
A constraint, within the context of software engineering, is a restriction on an aspect
within the project at hand. The constraints can assist the programmers in making very
consistent and connected code; with similar constraints in mind, individual programmers,
on a team, can work on the same project at the same time and the code would not be as
disconnected as it would be without constraints in mind. Constraints for software can
include speed of the program, length of the program, cost, time to build the program, and
anything else that can restrict the different possible variations of code.

Constraints, for any type of project, should be some of the more important focuses a
group can make, early on. The effects of this intentional focus, did be felt by the group
completing the project and the project itself, for the duration of the project. At the surface
level, the importance of the identification of the constraint, or constraints, comes with the
knowledge to be able to identify, within the project, what did be the problem that did take
up the most, unavoidable time. The identification of the constraint, or constraints, also
comes with the ability to exploit the constraints by making everything else much more
efficient.

Similar to any software program, there are natural constraints to create the most efficient
code. Every programmer wants to develop the quickest and most accurate code while also
maintaining cleanliness and efficiency. Clean code helps programmers easily
troubleshoot bugs and makes for further efficient code. This includes having optimal
loops, omitting useless or unnecessary lines, and using correct and updated syntax.

The effect of having little to no constraints on a software development project is sloppy
code amongst the software development team; this can include slower code, very long
code, and the lack of constraints did ultimately result in a substantial increase in time
spent on the program. The increase in time spent on the software development can be
attributed to multiple individual things, however it can just be primarily attributed to
unconnected code between multiple different people.
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The lack of connectivity especially shows up for the debugging stage; at the point of
debugging, when the code from all the different people is disconnected, all the code
would need to be debugged individually, vastly reducing the efficiency of the debugging
portion of the project and in turn the project.

A software constraint the group did adhere to is response time of the hand gesture
recognition; this is important because with this in mind, we are able to make the main
focus of the code to be speed. Another software constraint in the group is accessibility;
with this constraint in mind, we are able to make the code more versatile.

4.2.2.1. Identification of Programming Constraints
Every sophisticated project needs the identification of constraints. Without the
identification of constraints, there is no plausible ability to set goals; with unknown
constraints, the project did not have a proper itinerary and an improper itinerary, leads to
disorganization of the project, mismanagement of time, and, possibly, a late product. In
the case of software development, and the hands-free vending machine specifically, a
known constraint is learning new programming languages, such as the language for the
STM32F429ZI. Without an identification of this constraint, or no assumption of
constraint, this would consume more time than expected, leading to every other aspect of
the project being late, as well as, creating a bottleneck at this juncture. This bottleneck
would lead to the piling up of responsibilities centered around the assumption that the
software is already known and thus would add an immense amount of time to the project.

Without the identification of constraints, changes in the system would have an unknown
project-wide impact. With an unknown project-wide impact, there was no gauge of
anything; there is no timetable, there is organization, and there is no knowledge of how
the new system communicates with the constraint. In the case of software development,
and the hands-free vending machine specifically, a known constraint is the researching of
a new software, such as the software for an AI developer kit. If a change were to occur to
the model of machine learning that is being used, this would create a bottleneck. This
bottleneck would lead to the piling up of responsibilities centered around the assumption
that the system is the same and thus would add time to the project.

Without the identification of constraints, it is difficult to figure out where to focus limited
resources; without a complete understanding of where to focus limited resources, such as
time and money, the project has a poor sense of time management and money
management. A poor sense of time and money management did lead to a disorganized
project process and project as a whole. With the time management issue, this would lead
to a lot of stress, in terms of workload, on the programmers.

In regards to the money management issue, it could lead to a level of overspending and
also a possible back up of workload due to the inability to work with the products needed,
for the project, on time. This bottleneck would lead to the piling up of responsibilities
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centered around the assumption that the best product, for the project, was selected and
thus would add time to the project.

Without the identification of constraints, the rules to optimize a system and the process of
creating a product cannot exist; the way to optimize a system is to optimize the
constrained area. Furthermore, the process of creating a product is only as efficient as the
process of developing the constraints, thus the optimization of a system is completely
reliant on the speed in which the constrained components are developed. With an
unoptimized system, this can lead to missed deadlines due to not optimizing the
constraints, inefficiencies of components, and inefficiencies of systems.

In the case of software development, and the hands-free vending machine specifically, a
known constraint is the researching of datasheets, such as the researching of datasheets
for a microcontroller. If the datasheets were not researched before reaching the lab, and
the group came to the lab with no knowledge of the board, then the time in the lab
becomes a waste; the time in the lab would become a time where the group researches the
board, which is something that could have been done previously, creating a massive
waste of time and a bottleneck. This bottleneck would lead to the piling up of
responsibilities centered around the assumption that the board and datasheets have been
researched and the assumption that there is a level of familiarization with the board.

4.2.2.2. Exploitation of Programming Constraints
To make a project as efficient as possible, there needs to be an exploitation of constraints.
The exploitation of constraints occurs when the predefined and researched constraints are
used in a way where instead of being the issue that brings down the whole project, or a
disadvantage, they become a focal point and become the most important component in
the project and, furthermore, become a component that can be taken advantage of in spite
of the restricting nature of the constraint.

The purpose of exploiting a constraint is to make the system as efficiently as possible and
to make the system as efficient as possible. Considering that a constraint can be a
project's biggest weakness, but could be the same project's biggest strength, the efficiency
of the project relies on the ability to maximize the throughput of the researched
constraints; a chain, or the project in this case, is only as strong as its weakest link.

Considering that the efficiency of the project relies on the ability to maximize the
throughput of the researched constraints, the impact that maximizing the exploitation of
the constraints cannot be understated; the inability to efficiently exploit the constraints
leads to multiple different unpleasant outcomes. Some examples of this are missed
deadlines, an inefficient system, and a system that is incomplete.
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Missed deadlines are an outcome of the inability to maximize the constraints because
when constrained components are treated as if they are a regular component, the amount
of time wasted is significantly increased. An example of this is when the software, which
is the constrained resource, is not properly tested and it fails. What would stem from this
issue would be a mass of resources, that required the software as a prerequisite, that
would have to be placed on hold until the software is completely finished. An inefficient
system is an outcome of the inability to maximize the constraints because, when
considering the global constraint of time, whole sections of the project, that make the
product run as smoothly as it should, did need to be removed. Thus, resulting in a product
that is complete, but not as efficient as it could and should be.

The five ways the software development team, for the hands-free vending machine, plan
on exploiting the constraints is evaluating the compatibilities of the software systems
early and often, constantly reassessing, parallelizing the non-constraints, minimizing the
interruptions for the constraints needed resources, and constant collaboration and
communication with group members.

The way the software development team plans on evaluating the compatibility of the
software systems early and often is by constantly researching how we plan on having the
software interact with the hardware. However, this is not researching only a week ahead,
more so multiple weeks ahead of the planned implementation. This is so that when the
components researched have arrived, there is a smooth implementation and minimal
bottlenecking.

The way the software development team plans on constantly reassessing is by constantly
reevaluating all the different functions, regularly, and searching for a way to increase the
productivity or efficiency of the function. This did include the deep learning aspect of the
project and the software to hardware aspect of the project; both can become something
that holds back the project in terms of the ability for it to be as efficient as possible, and
in this case, as fast as possible.

The way the software development team plans on parallelizing the non-constraints is by
programming different sections of the project at the same time. The way this exploits a
common constraint is by exponentially increasing the throughput of a singular
programmer by having multiple programmers work on multiple different sections of
code.

The way the software development team plans on minimizing the interruptions for the
constraints’ resources is by always having the correct parts in hand or coming in the mail
while also having the matching code for these specific parts finished or almost finished.
Completing tasks this way allows the software development team to help elsewhere
where needed or to code sections for parts that have not come in yet. The way this
exploits a common constraint is by never allowing the hardware to be waiting on the
software.
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The way the software development team plans on collaborating with the team for extra
knowledge is by staying in constant communication. This constant communication is not
always going to be asking for help with different sections of code; other reasons can be to
delegate the programming responsibilities for incoming components and also for trading
programming responsibilities if someone gets stuck on a problem. At this point is when
sophisticatedly commented code becomes very important.

Cleaner, more understandable code leads to easier debugging, and easier maintenance,
between multiple programmers. This leads to less time spent on debugging and more time
helping in other areas in the project. Furthermore, when done correctly, greatly
commented code, with appropriate variable names, leads to connectivity between
programmers and therefore more connected and cleaner code. This can lead not only to
code that is visually appealing, but more importantly, lead to code that can be seen,
within the group, as written by not an individual, but the whole group, due to its
readability.

4.2.2.3. Subordination of the Non-Constraints
To make a project as efficient as possible, there needs to be a subordination of
non-constraints. The subordination of non-constraints occurs when the “other elements in
the development process align their performance to support the constraint’s
requirements” [90]. The purpose of subordinating the non-constraints is to make the
system as efficient as possible, to make the system as efficient as possible, and to
optimize resources. An effect of not subordinating the non-constraints is a slowly
progressing project; at its core, the subordination of non-constraints exists to speed up the
process of a project.

Considering that the efficiency of the project relies on the ability to maximize the
throughput of the researched constraints, the impact that maximizing the subordination of
non-constraints cannot be understated; the inability to efficiently subordinate
non-constraints lead to multiple different unfortunate and avoidable outcomes. Some
examples of this are missed deadlines and a finished product that is not as imagined.
Missed deadlines are an outcome of the inability to subordinate non-constraints because
when priorities are split between multiple different things, that do not include the
constrained components, time cannot be used as efficiently as possible with the
constrained resource and therefore more time did be spent on lower priority components
and less did be spent on the higher priority components. An example of this is if more
time was spent on UX, in a project that centers around hardware, than with motors,
microcontrollers, and PCB design. What would stem from this issue would be a very
underwhelming display of hardware implementation and an unfinished product.
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The four ways the software development team, for the hands-free vending machine, plan
on subordinating the non-constraints is making sure the externals are always readily
available, keeping log of ready-to-test features, optimizing non-constraints, and regularly
reassessing non-constraints.

The way the software development team plans on making sure the externals are always
readily available is by constantly looking ahead, and researching, at what can possibly be
the next component we can get in hand, ordering it, and how we plan on implementing
the software onto it. With multiple people in the software team researching multiple
components, ordering them, and brainstorming as a team how we plan on deploying the
software onto them, at the same time, it can be imagined how efficient this can be. With
all these actions occurring almost simultaneously, it leaves plenty of room for the
unavoidable small, inevitable mistakes that did occur over the course of the project.

The way the software development team plans on keeping a log of ready-to-test features
is by keeping a list that we all have access to, with names attached to each component
that needs to be tested. This did help prevent any confusion or thinking, within the
software team, about who has to do what test for what component.

The way the software development team plans on optimizing non-constraints is by
focusing on the non-constraints secondarily as far as time and effort. Furthermore, the
non-constraints, for the most part, did only change synchronously with constraints that
exist in the same system, or subsystem. An example of this is of a three-pin IR transmitter
and receiver, the non-constraint, only being researched and focused on when it exists in
the same system as the microcontroller; the time spent on the microcontroller datasheet
exists as a constraint.

The way the software development team plans on regularly reassessing non-constraints is
by keeping track of what exactly takes the most time to do, how many times we have to
change or adjust a certain subsystem in the project, or anything of that nature. This keeps
from creating a new bottleneck without noticing it.

4.2.2.4. Training and Testing Constraints
After some research, by the software development team, it was found that two of the
primary constraints are the constraint of training the deep learning models and the testing
of the software. Firstly, these two constraints tended to show up in the same places, same
systems, at the same time and, therefore, seemed foolish to treat them as if they were two
separate constraints.

The impact that the training and testing have on the system is large and therefore cannot
be removed; the only way the hand gesture machine can do its job is by using the model,
trained by deep learning, and predicting the hand gesture that is being depicted by the
user. Furthermore, the only way that the model can, consistently, correctly predict the
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hand gesture being displayed, by the user, is by being heavily tested. The result of these
constraints, naturally, did be the new components taking some time to be fully
implemented into the circuit. In the case of the training constraint, it is slightly less
dependent than the testing constraint, from the fact that it only connects to the AI
development kit. However, the process of training the model is rather cumbersome and
every time development kit settings or the camera on the AI development kit are
adjusted, the model needs to be adjusted to be able to take in less information or work
with less information.

If this constraint was unknown or not acknowledged, it would vastly slow down the
process of making the project. Some of the effects of ignoring this constraint are little to
no understanding of how the AI development kit communicates with the model and
minimal understanding of how microcontroller’s software works and their
complementing datasheets. Without knowing how all these subsystems work, the
hands-free vending machine cannot exist.

Firstly, understanding how the AI development kit communicates with the model is very
important; without the process of the development kit communicating with the model, the
result, at the most, would be a vending machine shaped object that has no capabilities of a
real vending machine. This includes no selection of snacks, no confirm payment, and no
deny payment. Understanding how the microcontroller’s software works and their
complementing datasheets is very important; without understanding this, there is no way
for the power, from the supply, to be used properly within the context of the project. The
result from this constraint being ignored would be power not being correctly converted to
work. In a vacuum, if any of these subsystems were to stop working, it would be
catastrophic; if all these were to stop working, this would not bear any resemblance to a
real project. Which is why it is paramount to acknowledge the constraints of testing and
training and consider them when any decision is made in regard to the project as a whole.

A goal that has been set around the constraint of training and testing is adhering to the
schedule previously set. This did allow the software development team to focus on the
constraint and make sure that it is the priority for the vast majority of the project’s span.
The ways the software development team plan on exploiting the constraint of training and
testing is constantly evaluating how the microcontroller communicates with all
subsystems in the system, always reassessing the testing strategies, collaboration of
teammates, and using external software to test the code for us, so we can complete other
tasks. The ways the software development team plan on subordinating the
non-constraints, relating to the training and testing, are keeping a log of ready to test
features, continuously reassessing the system for new bottlenecks, and making sure the
sensors, microcontrollers, and motors are always readily available.
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4.2.2.5. External Dependencies
After some research, by the software development team, it was found that another one of
the primary constraints is the constraint of external decency, on hardware. This constraint
showed up more often than not and it especially showed up when examining the testing
constraint for any inefficiencies or any linked constraints.

The impact that the external dependencies have on the system is big and cannot be
adjusted or moved; the only way the machine can be made and taken care of is with
getting the necessary components and putting them into the machine. Furthermore, the
only section of the project that is possible without getting parts in would be the hand
gesture detection software. However, the hand gesture software realistically means
nothing if the parts, for the hand gesture software, don’t exist to operate on; the highest
capability of this software would be to just read the hand gestures displayed by the user.
The result of this constraint was having to wait to test microcontroller code or any code
that relies on an external component, such as motors, IR transmitter/receivers, or fans,
until the external component is in hand.

If the constraint of external dependencies was unknown or not acknowledged, it would
vastly slow down the process of making the project. Some of the effects of ignoring this
constraint are undertested components and under-researched components. Without
knowing how all these subsystems work and how they are related, the hands-free vending
machine cannot exist. Under-tested components can be the reason why a whole project
fails; in our case, an undertested component could be a microcontroller, an IR
transmitter/receiver pair, amongst other components. under-testing these components
would directly result in an unfinished product.

Research and development is one of the most important aspects of projects on any level.
Under-researching components is never something that should considered, in turn, the
researching of components and how they interact in systems is the reason why projects
succeed; in our case, an under-researched component could be an AI development kit and
the repercussions of a case like this would result in a vending machine system that does
not receive input correctly. In a vacuum, if any of these subsystems were to stop working,
it would result in an unfinished product; if all these were to stop working, this would not
be a presentable project. Which is why it is paramount to acknowledge the constraint of
external dependencies and consider them when any decision is made in regard to the
project as a whole.

A goal that has been set around the constraint of external dependencies is to study and
research incoming components and their compatibilities, to our board, weeks prior to
receiving them. This did allow the software development team to have a good idea of the
plan of action, and possibly even a template or theoretically working code, before the
component is received from the mail. The way the software development team plans on
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exploiting the constraint of external dependencies is working as a team to research each
component and its relevance to the system weeks prior to receiving the components.

4.2.3. Software Developmental Standards
Standards are a set of self-imposed rules and guidelines to adhere to when building a
project. Standards help organize the project for efficiency purposes, but also for
continuity amongst teammates building the project; they help make sure the project is
built in a consistent and reliable way. The way standards impact the overall system is they
provide a solid blueprint as to how the work gets finished, in the project, and more
specifically creates a guideline to be followed through the project. In the specific case of
software development, some standards that would be set would be standards for the
formatting of the code, standards for the programming language, and standards for
commenting the code. Furthermore, the discussion of the overall impact of upholding the
selected standards, cannot be understanded; programming languages use standardized
syntax to keep consistency in each system. If each system used different programming
language standards, then systems would not be able to collaborate and cause massive
errors to occur.

An example of a standard the software development team is working to uphold is how
our code did include as little loops as possible to decrease the runtime of the code. To
further explain, loops may take an extremely long time based on how long it takes for the
conditions to be met. By programming loops to not include that extra time, the
programmer can reduce the overall runtime of the system. Since a requirement for this
project is to have a response time less than one minute, a great way to achieve this is to
limit the number of loops used or optimize the loops. Another constraint is to not include
any unnecessary lines of code. This only increases the runtime and creates bugs in your
program. In addition, every programmer must follow the proper syntax for the language
that they are utilizing.

For the Hand Gesture Vending Machine, the programming language used to allow the
microcontroller to communicate is C and the programming language used to allow the
aspect of deep learning to occur is python. Programming languages use standards to set
an example of how statements should be structured in that particular programming
language; standards tell the programmers where semicolons go, what can and cannot be
placed in a loop, how to structure a loop, and anything else that is considered when
producing a working program in that specific language. Whether the programming
language is strongly typed, where specification of data types is needed, or weakly typed,
where specification of data types is not needed, it has a standard of how to structure the
code to make the program work. Without programming language standards, there would
be no coherence or consistency between two different programs of the same language.
This would not only cause confusion from the perspective of the programmer, but there
would be a level of incoherence that would cause massive problems for any program
written in any non-standardized programming language.
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4.2.4. Communication Standards
Communication standards and protocols play a crucial role in enabling devices and
systems to exchange data and interact with each other effectively. To achieve success
with the Hand Gesture Vending Machine, we did use various peripherals. We did use the
Serial Peripheral Interface (SPI), a synchronous serial communication protocol
commonly used to transfer data between microcontrollers and peripheral devices at high
speeds. When using SPI it did involve four signals, Master Out Slave In (MOSI), Master
In Slave Out (MISO), Serial Clock (SCK), and Slave Select (SS).

An engineering requirement we have is to create a hand gesture vending machine with a
response time of less than 15 seconds. The way we’re trying to achieve this requirement
is through the STM32F429ZI and the Nvidia Jetson Nano. The STM32F429ZI has
efficient processing capabilities and optimized communication protocols, such as SPI,
which ensure quick response times for the vending machine. It did rapidly process input
signals from sensors and activate vending actions with minimal delay. The Jetson Nano,
with its powerful GPU, did facilitate rapid data processing and decision making for
complex tasks, further reducing response times.

The STM32F429ZI did communicate with sensors and peripherals using protocols such
as SPI, and I2C. SPI was used for high-speed communication with devices like the SPI
connected screen, while I2C did facilitate communication with sensors and other
components. The Jetson Nano did communicate with the STM32f429ZI and other
devices using UART, SPI, or USB interfaces. UART can be used for serial
communication between the Jetson Nano and the microcontroller, while SPI or USB can
be employed for connecting additional peripherals or external devices. Overall, the
combination of the STM32F429ZI microcontroller and Jetson Nano enables efficient
hardware/software integration, meets machine requirements, and adheres to
communication standards, ensuring the successful implementation of the hand gesture
vending machine project.
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5. ChatGPT and Similar Algorithms

5.1. ChatGPT
ChatGPT is a conversational AI developed by OpenAI. The name comes from its output
that tries to be a conversational response from what the user asks it and that it is based on
the GPT architecture. GPT stands for generative pre-trained transformer. Transformers
were developed by Google to address the limitations of recurrent neural networks [91].
Transformers can outperform recurrent neural networks by using attention mechanisms to
focus on different parts of the input sequence when making predictions. ChatGPT is
trained on vast amounts of publicly available text data from the internet to generate
contextually relevant and diverse answers. New “chats” can be created to create context
between user inputs, so you can ask for more information and ChatGPT did know what
you have already asked in the same chat.

ChatGPT-3.5 is available to use for free, so we mostly used that. ChatGPT-3.5 has a
knowledge cut off of January 2022. When asked about the future or topics past January
2022, the response did often say that it doesn’t know information past that date.
ChatGPT-4 In fact in Figure 5.1, when ChatGPT-3.5 is asked about ChatGPT-4, the
model doesn’t even know that its successor has already been released. The knowledge
cutoff for ChatGPT-4 is April 2023 and presumably that did be periodically updated for
the paid option.

Figure 5.1.1: ChatGPT-3.5’s response to ChatGPT-4.

By using ChatGPT, we were able to gather information, insights, or assistance regarding
LED displays in various ways. We were able to leverage information from ChatGPT
providing explanations and descriptions of LED display technology, including how LEDs
work, their advantages over other display technologies, and the different types of LED
displays available. Additionally, we were able to compare LED displays. This was
accomplished by asking ChatGPT to compare different types of LED displays, such as
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LED-backlit LCDs vs OLED displays, or different models and brands of LED displays.
This allows for a gaining of understanding the differences in features, and performance.

We were also able to take advantage of ChatGPT to create tables to compare the different
LED options. There were a few times where we had to reiterate to ChatGPT about the
tables, however, because the information was wrong. When gathering all of our
information, we did have to go back through some of it to make sure it was all correct.
This was the same for every time we made use of the ChatGPT algorithm - if only to
assure its accuracy.

When entering the overall machine requirements and preferences, we were able to ask
ChatGPT for recommendations on LED displays that meet the criteria. After providing
information, such as the size of the Hand Gesture Vending Machine, alongside its
estimated weight, budget, and operational temperature, ChatGPT was helpful in assisting
with researching specific specifications of LED displays, such as power consumption and
brightness levels. By leveraging ChatGPT’s knowledge and capabilities, we were able to
gain valuable insight, and information to help better understand, and utilize LED displays
for my project.

There were many screen options to choose from, and ChatGPT was able to help
breakdown and provide all the information that was needed. ChatGPT can explain
various screen technologies such as TFT LCD, OLED, LED, and touchscreen displays.
By asking ChatGPT certain things such as advantages and disadvantages of each
technology to gain a better understanding. When asking ChatGPT to create a table to
compare the different screen options, it categorized things by brightness, contrast ratio,
color depth, viewing angles, cost, and performance. When mentioning the size of the
entire hand gesture vending machine, ChatGPT was able to suggest suitable screens
based on size, budget, and resolution.

The understanding of the MCU can be explained from ChatGPT. It can explain the
fundamentals of microcontrollers, including how they work, their components,
architecture, and typical applications. If someone is struggling on certain concepts such
as CPU, memory, peripherals, and input/output ports then ChatGPT would be able to
explain such topics. When telling ChatGPT how many numbers of I/O pins, memory size,
processing power, communication interfaces needed, and any other specific features
required, one can then be able to get a suggested list of different MCU.

ChatGPT can find suitable microcontrollers, as well; with the help of ChatGPT it can
help you compare different families of microcontrollers such as STM32, Arduino,
ESP32, and PIC. Each microcontroller has different features, capabilities, and
programming languages supported. I was able to ask ChatGPT to compare all the
microcontroller options on one table. The table was categorized by processing power,
memory, peripherals, operating voltage, and development tools. ChatGPT can also be
used for troubleshooting microcontroller issues. For instance, if you’re encountering
errors within your code, ChatGPT can suggest some corrections although it may not
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always be correct. Utilizing ChatGPT it can provide guidance on programming
microcontrollers using languages such as C++, C, Python, or Arduino IDE. If you’re
stuck you can ask for explanations on programming concepts, code examples, debugging
techniques, and best practices.

Figure 5.1.2: ChatGPT conversation on MCU suggestions (1/2).
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Figure 5.1.3: ChatGPT conversation on MCU suggestions (2/2).

The last section that ChatGPT was used for was the Glass and Glass Alternatives Section
(Section 3.6.2.). Our group as a whole was unfamiliar with the various options on the
markets, their advantages, and their disadvantages, so we made use of ChatGPT to assist
with initial research. ChatGPT was able to help us understand the different types of glass
commonly used in various applications, such as tempered glass, laminated glass, acrylic,
and polycarbonate. With this initial supplement, alongside other online resources, we
accomplished our comparison with little trouble. ChatGPT was also capable of tabulating
the glass and glass alternatives for use within the documentation.

5.2. Similar Algorithms

5.2.1. DALL·E 3
DALL-E 3 is a neural network model specifically trained for image generation from
textual descriptions, excelling at generating highly detailed and realistic images based on
the input text. The primary use of DALL-E 3 is used for tasks related to image
generation, such as creating artwork, generating illustrations, designing products, and
visualizing concepts described in text. DALL-E 3 is trained on deep learning methods,
language processing, and machine learning algorithms, allowing it to learn the
relationships between textual descriptions and corresponding images.
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5.2.2. Google Gemini
Google Gemini - previously known as Google Bard - can generalize and seamlessly
understand, operate across, and combine different types of information including text,
code, audio, image, and video. Google Gemini is a family of multimodal large language
models comprising Gemini Ultra, Gemini Pro, and Gemini Nano. Gemini Ultra is used
for highly complex tasks. Gemini Pro was incorporated into Google Bard at the time.
Gemini Nano is a very efficient version that could be integrated into Google’s
smartphones, the Google Pixel phones. With a score of 90%, Gemini ultra is the first
model to outperform human experts on massive multitask language understanding
(MMLU), which uses a combination of 57 subjects such as math, physics, history, law,
medicine and ethics for testing both world knowledge and problem-solving abilities.

5.2.3. Google Generative AI Overview
Most people today look up many topics on Google everyday and sometimes at the top of
results there is an experimental feature called Generative AI Overview. Generative AI is
said to not do all the work for you but to help with the creative process. Likewise many
times the AI Overview is completely wrong, so literally taking the top result is not always
the best course of action. These results could be discontinued like many Google products
and experiments but they can be very helpful in a pinch. Since the experiment was active
and used by us during our research, it seems important to note this.

5.2.4. Microsoft Copilot
Microsoft Copilot - previously known as Bing Chat - is an AI powered code completion
tool developed by Microsoft built upon OpenAI’s GPT-4. As Bing Chat it would perform
searches relevant to the user’s question using Microsoft’s own search engine, Bing and
use the searches to give an informed response. It is designed to assist developers in
writing code more efficiently by providing contextually relevant suggestions and auto
completions. Microsoft Copilot represents a significant advancement in AI assisted
coding tools, aiming to streamline the development process and empower developers to
write code more efficiently and effectively.
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6. Hardware Design
For the most part, much of the hardware design is directly interlinked with software or
optical design. This does not, however, take away the hardware element of each
component, nor does it take away the need for hardware connections for these
components. With this in mind, the hardware design can be fairly easily broken down
into smaller, simpler subsystems to explain the individual functionality of the
components and how they interlink with the microcontroller on the micro-scale before
coming back to the full hardware schematic.

There are a multitude of hardware subsystems, each with their own considerations to
resolve and move forward to the next. There is the Power Supply and its need for
additional voltage regulators, the LED subsystem, the front-facing Infrared Sensor
subsystem, the AI Development Kit and Camera subsystem, the Fans subsystem, the
Screen subsystem, the Infrared Transmitters and Receivers, and the Motors.

6.1. Power Supply Subsystem
Before we can talk about the rest of the components, it is critical to talk about what’s
powering it all. As the Hand Gesture Vending Machine is a vending machine, it is being
plugged directly into the wall as its power source. Given outlets in the United States use
one hundred and twenty volts (120V) at sixty hertz (60Hz) and a current maximum
between fifteen and sixty amperes (15A - 60A) based on the cable type, this is
significantly higher than the voltage requirements of a vast majority of our components.
The only component capable of intaking such voltages, in fact, is our power supply.

However, our ALITOVE power supply is insufficient in lowering the voltage throughput,
outputting between twelve and twenty-four volts (12V - 24V) and between one to six
amperes (1A - 6A). This is significantly lower than the outlet’s output, but it is still much
too high for direct interfacing with the microcontroller. As such, we require voltage
regulation in order to safely connect the two to each other.



Project Documentation Group 1 87

Figure 6.1.1: Power Supply Voltage Regulators.

Our microcontroller and the integrated circuits around it require both 3.3 and five volts
(3.3V and 5V) and the Nvidia Jetson Nano wants five volts (5V). We can accomplish this
by building two voltage regulators. Using the Webench Power Designer by Texas
Instruments, we can come up with a multitude of solutions to this problem. Just put the
input voltage of our twenty-four volt (24V) power supply and the output, and we get
hundreds of designs instantly. Every integrated circuit in the design has datasheets and
the Webench can print out a report on the design along with the bill of materials. Designs
are graded by efficiency, bill of materials cost, footprint, component count, and integrated
circuit cost. The most efficient design did use a lot of components which also drives up
the footprint of the overall design. So, it just comes down to picking a design with a good
balance of attributes.

Figure 6.1.1 shows our two finalized voltage regulators. The top half takes in twenty-four
volts (24V) and outputs 3.3 volts (3.3V) with a maximum current of two amps (2A),
while the bottom half takes in twenty-four volts (24V) and outputs five volts (5V) with a
maximum current of four amps (4A).

The Nvidia Jetson Nano has a power option of using a barrel connector with five volts
(5V) up to four amps (4A). The Nvidia Jetson Nano is an expensive piece of equipment,
so we need to be careful. If the microcontroller is damaged and becomes unusable, the
cost of replacing that is a fraction of the cost of replacing the Nvidia Jetson Nano. So, if
we aren’t confident in this hardware design, we have to find another option of powering
it.
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6.2. ESP-WROOM-32
Using the ESP32 Hardware Design Guidelines along with the ESP32-WROOM-32
Datasheet we can get the schematic for taking the microcontroller off the dev board and
implement the microcontroller into our own board design [92, 93]. The only notable
exception comparing this design to the ESP32-WROOM-32 is the exclusion of the
antennae. We probably did not need to use that. If we find a use for it, we can easily
revise our board design to reflect that.

6.2.1. Processor

Figure 6.2.1.1: Schematic for the ESP32 Microcontroller.

The integrated circuitry of the ESP32 requires only twenty electrical components, a
crystal clock, and SPI flash. All of the GPIO pins are present here, along with the power
input for the microcontroller. They can be seen in Figure 6.2.1.1.

6.2.2 External Crystal Clock Source
The ESP32 firmware only supports forty megahertz (40MHz) crystal. Y1 in Figure
6.2.2.1 is the crystal clock. In the ESP32 Hardware Design Guidelines C1 and C2
capacitance values are listed as “TBD.” Those capacitance values can be calculated with
this formula:
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Figure 6.2.2.1: Schematic for the External Crystal.

(load capacitance) can be found in the crystal’s datasheet. According to the ABM8G’s𝐶
𝐿

datasheet, the load capacitance is 10pF. Then we can get the C1 and C2 capacitance of 20
pF. Cstray is a little more complicated, refers to the PCB’s stray capacitance. The𝐶

𝑠𝑡𝑟𝑎𝑦
datasheet lists a couple steps of finding . It involves using a radio communication𝐶

𝑠𝑡𝑟𝑎𝑦
analyzer or a spectrum analyzer to demodulate the TX tone mode to find the actual
frequency offset. The goal is to adjust the frequency offset to be within 10 ppm by
adjusting the external load capacitance.

6.2.3. Flash

Figure 6.2.3.1: Schematic for In-Package Flash.

ESP32 requires in-package or off-package flash to store application firmware and data.
The AT45DB161E is a sixteen megabit (16MB) SPI flash memory.
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6.2.4. USB-UART and Switches

Figure 6.2.4.1: Schematic for USB-UART and Switches.

To program the ESP32, we need RS232C communication. Our development board has a
USB to RS232 converter IC already included so our standalone board did need to have
one of these RS232 converter ICs. Using a USB to UART Bridge IC accomplishes this.
Additionally, the ESP32 needs two switches on pins GPIO0 and EN. Figure 6.2.4.1
shows the schematic of the USB-UART IC and connections with the Micro USB port.

6.3. GPIO Peripherals
There are a total of twenty-two analog GPIO pins on the ESP-WROOM-32. LEDs did
require at least one of these pins. The Front-Facing Infrared Sensor did require another.
The AI Development Kit won’t require any, but it did use the I2C connection - a
peripheral connection. The fans did likely use one each, totalling to two more analog
GPIO pins. Next is the screen which needs a staggering six GPIO pins. Following that,
the Infrared TX and RX pairs need two pins per pair, totalling to another eight pins in
use. Finally, the motors need four GPIO pins. In total, this means that we are using
exactly twenty-two out of twenty-two of the analog GPIO pins for the device.

This means that if something goes wrong with the board, there is no opportunity to
re-solder to a backup connection. Instead, we had to solder everything to a wholly new
backup board. This is perfectly acceptable, but it’s something we must keep in mind
while moving forward.
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6.3.1. LED Design

Figure 6.3.1.1: Cover LED Placement and Wiring.

The simplest GPIO use case is using it for LEDs. We want the inside of the machine to
light up when the machine detects a potential customer, then to power down after a
significant amount of time to save power. With just a single analog GPIO pin, we can
accomplish that with a chain of connected LEDs.

6.3.2. Front IR Sensor Subsystem
When it comes to the infrared designs within the Hand Gesture Vending Machine, there
are two independent subsystems. The first of which, the one that acts as the activator for
the rest of the machine, is the front-facing infrared sensor. The E18-D80NK Adjustable
Infrared Proximity Sensor is our sensor of choice, and it has three wires with which we
connect to the power supply and microcontroller. These wires are an orange five volt
(5V) input voltage cable, a blue ground cable, and a black signal cable.

The operation of this sensor is fairly intuitive. When powered with the five volt (5V) and
ground cables, the signal cable sends out a pulse of power around three volts (3V) strong.
This is acting as an idle signal, showing that it is running without a target entering its
range. However, when something enters the range of the reflected infrared signal, the
signal cable instead stops sending power through altogether.

Powering it did not be done through the microcontroller; simply put, it isn’t necessary.
The front-facing infrared sensor did be operating at all times while the device is plugged
in, and wiring it up to the microcontroller runs a risk of taking too much of the five volt
(5V) output pin current when taking directly from the power supply voltage regulators is
an option. The black signal cable, however, was connected with the ESP32-WROOM-32
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microcontroller to act as the signal to begin communicating with the AI Development
Kit.

6.3.3. AI Development Kit Connections
The I2C communication protocol uses two wires to share information. One for the data
line (SDA) and one for the clock line (SCL). For the ESP32, the GPIO Twenty One and
GPIO Twenty Two are the default for SDA and SCL respectively. For the Nvidia Jetson
Nano, the GPIO Three and GPIO Five are the default for SDA and SCL respectively.
Connecting them should allow us to establish I2C communication.

6.3.4. Fan Subsystem
When it comes to the fans, we are currently undecided on one of three design options.
The first of the three is using a singular fan, wiring it directly to the Nvidia Jetson Nano
instead of the microcontroller. The second is, instead of connecting it to the Jetson Nano,
we can build the PCB design with two fans as a part of the connectors available, allowing
for increased airflow. The third option is to only have data connections to the
microcontroller, wiring up the power supplies through the PCB directly to the fans to
minimize microcontroller strain.

When it comes to the first option, the AI Development Kit can handle the fan without
difficulty. However, the concerns about connecting up to there are twofold. The first
concern is that the fan was limited to only operating while the Jetson Nano is operating;
this is a severe limiter in how effective the fan can be, as when the device turns off, so too
does the fan cooling it.

The second option, on the other hand, requires both of the fans to be taken into account
and wired into the PCB, then set into place within the frame of the Hand Gesture Vending
Machine. This would require the implementation of two analog GPIO pins and both
power and ground connections to be wired into the board, which the fans would then
connect to with their plugs for operating purposes. This allows for the fans to run at all
times, which is the largest concern when it comes to the first option available to us.
However, this particular fan placement has its own concerns regarding current needs and
more complicated board design from using some of the limited number of analog GPIO
pins; for the former case it’s a matter of not wanting to burn out the microcontroller’s five
volt (5V) output pin, and for the latter case it’s a matter of multiplexers being used in the
board design.
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Figure 6.3.4.1: Visualization of a Simple Schematic for a Fan. Note the connection to a
five volt (5V) rail and the analog GPIO Pin.

Then there’s the third option, which is an alternative option to the second. Much like the
second option, there would be two fans using the analog GPIO pins on the board. Unlike
it, however, these fans did instead be powered in a separate line marked on the board
itself from the outputting voltage regulators, skipping the ESP-WROOM-32
microcontroller entirely in the process. This still retains the analog GPIO pin issue the
second option has, but it removes the concerns of too much current running through the
microcontroller to try and power the fans alongside everything else. It also, much like the
second option, still allows for the fans to be powered at all times, keeping the AI
Development Kit cool regardless if it’s in use or not.

We did, considering all of these options, most likely go for the third one. It covers the
most issues while only retaining use of the analog GPIO pins - which we had just enough
of to cover for every single component. With the concerns regarding these pins dealt
with, the only other concern would’ve been over-drawing current from the
ESP-WROOM-32. The third option, however, side-steps this issue in its entirety by
wiring into a rail directly powered by the voltage regulator. This also means that we
retain the higher overall airflow around the AI Development Kit, which did keep it and
the other components safe from risks of overheating.



Project Documentation Group 1 94

6.3.5. Screen Design

Figure 6.3.5.1: Simple Schematic of the Important Pins from the Screen for the PCB
Design. Note that six of them are analog GPIO Pins.

The screen is the component that did use the most GPIO pins. Right off the bat in Figure
6.3.5.1, the pins used for the touch screen did not connect to anything as we did not need
a touch screen. That would completely invalidate what is supposed to be a touchless
machine. The challenge of picking out what GPIO pins are delegated to the screen comes
down to which pins are able to input and output, and what pins are being used by other
peripherals. Then the software was used to assign what part of the screen the pin is
connected to. The manufacturer has supplied libraries and examples to help get the screen
up and running on many different devices.

6.3.6. Internal IR TX and RX Subsystem
The infrared transmitter and receiver are simple three pin modules. As the machine has
four options we did need to use four sets of modules. One pin is for power, one pin is for
ground, and the last pin is for data. Meaning that we did need to use a total of eight GPIO
pins for four inputs and four outputs. If we find we have run out of usable pins, we have
to find and use a multiplexer to cut down on the amount of pins they use. Figure 6.3.6.1
uses GPIO pins that we could use. For the ESP32, pins 32, 34, and 35 can only be used as
inputs so they are assigned to the transmitters.
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Figure 6.3.6.1: Schematic of the transmitters and receivers, using 8 GPIO pins.

6.3.7. Motor Design
Unlike many of the analog GPIO pin-using components thus far, the motors don’t
actually have any data pin for the microcontroller to communicate with for speed and
power control. Instead, the G12-N20 Geared Mini DC Motors operate at a consistent
pace controlled by their in-built gearboxes. As mentioned in Section 3.3.4., the torque is a
nonissue for these motors because of this. However, an issue has indirectly arisen due to
this: we cannot easily tell the motors when we want them to run. Controlling the vending
process would be impossible without a real way to control the motors, so this is an
unacceptable outcome.

Figure 6.3.7.1: Visualization of the Motor Schematic. The microcontroller did control the
switches to power them via analog GPIO Pins.

Our solution for this conundrum is relatively simple, all things considered, but did burn
through yet more of our limited analog GPIO pins. As seen in Figure 6.3.7.1, connecting
to the Voltage Input (VIN) pins for each of the motors was a set of pin-operated NPN
gates. These gates did lock out voltage from the motors until the microcontroller sends a
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signal to them via analog GPIO pin, which did open the gate and allow voltage back
through - and in doing so, power the motor and allow it to spin. This can then be closed
back up to stop the motor, completing the vending process.

6.4. Full Schematic
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6.5. Shell Design
While there is significant discussion regarding the individual hardware components and
how they all come together, the casing that did hold all of these components is similarly
important. Both when considering the proof of functionality and the professionalism in an
aesthetically pleasing project, having the actual metal ‘shell’ frame for the Hand Gesture
Vending Machine is important. However, finalizing a design for the external metal shell
and the internal pieces to fill out the framework has been more difficult than anticipated,
mostly due to the issue of working out space availability for the various components and
the snacks.

The actual design in the abstract is fairly simple. Using a scaffolding of rounded square
metal bars welded by a professional, additional sub-scaffolding would be welded as
needed for the various components before metal sheets would be bolted on across most of
the frame - excluding one side and the front. For the front, there did need to be a glass
equivalent put into place for consumer observation, and for the side, there must be an
access point for maintenance and showing that the electronic components of the proof of
concept can comfortably fit within.

A vast majority of the electronic components were fitted into the right side of the Hand
Gesture Vending Machine, much like they are with regular vending machines. With the
additional sub-scaffolding and the setting of both thermal pads and slots for the
components to either be snapped, slid, or screwed in, we can give all of the pieces both
proper space and safety while moving or jostling the project from place to place. With the
side panel access point, these components can also be just as easily removed for safe
debugging and demonstration.

For the more decorative internals, there did likely be 3D-printed plastic to minimize any
additional weight of the design; much of it, sans where the majority of the electronics did
go, is more to ease the path of the snacks - or acting as the spirals in the place of
traditional metal ones. Even the generic metal spirals for vending are unreasonably
expensive, not to mention the fact that most of them simply would not fit the tiny motors
we’re making use of. As such, we did use 3D-printed plastic spirals for the shell design.
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7. Software Design

7.1. ESP32-WROOM-32
During the testing of the microcontroller, it was acknowledged the many different
problems being run into. Not having examples for things we needed hindered us
tremendously in time, causing a lot of wasted time having to do extra research on certain
things. One of the biggest things to come out of testing was realizing that the ESP32
would be a great substitution for our previous microcontroller, the STM32F429ZI. It was
realized that the ESP32 would be a better board for this project once we realized how
much online examples, documentation, and support was offered with this board. We
needed certain things done like functioning fans, motors, LEDs, and LCD screens.

The ESP32 is the main microcontroller now. The software design behind the
microcontroller was designed to be activated by the ESP32. The microcontroller did
connect to our LCD screen to output a user interface for the hand gesture vending
machine. The connection made between the microcontroller and the LCD screen was
made through SPI.

Connections between the Jetson nano and the ESP32 were made, which were for running
the Machine Learning algorithm to compute the hand gestures via object detection. Other
connections such as the LEDs, fans, and IR sensors were also connected via analog GPIO
pins. Each connection made between the component and the microcontroller is important
to fulfilling each task; from the fans running when the ESP32 is turned on, to when the
front IR sensor detects a motion, and to when the Jetson Nano is told to activate the
connected camera, all of that is only possible with making use of these connections.

Figure 7.1.1: Microcontroller Component Connections Layout.
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7.2. LED Software Design
For the LEDs to work correctly they did need to be programmed accordingly and
connected to the chosen microcontroller. By programming the microcontroller, it was
able to allow the LED to light the inside of the hand gesture vending machine. The LEDs
we’re looking to use are white LEDs. These LEDs did be able to brighten the entire
vending machine, being able to display the different products inside of the machine. The
software running on the MCU did include LED control functions to turn the LEDs on or
off and adjust their brightness. These functions did be called based on specific events or
conditions detected by the vending machine, such as a user hand gesture, vending
operations, or system status.

Figure 7.2.1: LED Software Flowchart.

7.3. Front IR Sensor Design
The front IR sensor did play a crucial role in the development of the hand gesture
vending machine. The way the front IR sensor did work is by once it has detected that
there is a gesture the machine did then turn on to start the machine learning algorithm.

As mentioned before the front IR sensor did detect a gesture before beginning the
program. The way the software is designed for the front IR sensor is it does read high for
when no gesture is being detected. It does read low when an object is being detected.
When there is an object that is being detected this does signify with the microcontroller to
know when to communicate with the Jetson nano.
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When the front IR sensor can detect a gesture, this does then notify the Jetson nano to
then power on, as well as the camera. Once the system is on it is then able to run the
machine learning algorithm to then detect a hand gesture for choosing the item(s) inside
of the hand gesture vending machine. The front IR sensor did act as a first responder to
the rest of the machine, once a gesture is detected from the front IR sensor then the
software did turn on corresponding components.

Figure 7.3.1: Front IR Sensor Flowchart.

7.4. LCD Design
The LCD screen software for the hand gesture vending machine did involve controlling
the LCD display to provide visual information, feedback, and even user prompts. The
software running on the microcontroller was initializing the LCD screen at the startup.
Although the screen we do have is touchscreen there did not have any touchscreen
capabilities incorporated into this project since this is a hand gesture vending machine.
The vending machine has an idle state and active state. While in idle state the screen did
be off until in active state to where the display turns on once the camera/sensor is able to
detect an object.

The GUI was the graphical user interface for the hand gesture vending machine. It did
allow for users to interact with the LCD screen using graphical icons and visual
indicators, as opposed to text-based interfaces. A GUI did use menus, windows, and
icons to carry out tasks, making it easier for users to operate the electronic devices, like
computers, smartphones, and other devices.

While in idle state, it should display relevant information to attract potential users and
provide guidance on how to use the hand gesture vending machine. The screen did
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prompt the user at a welcome screen on the display, followed by instructions. The LCD
screen did display a welcome message, making it clear what the machine is and inviting
users to interact with it. For example, the display could say, “Welcome to Hand Gesture
Vending Machine”. The follow up instructions did be clear instructions displayed to
guide users on how to use the vending machine. Instructions were concise, displayed
prominently, and easy to understand.

Once in active state the LCD screen should provide feedback and guidance to users as
they interact with the hand gesture vending machine. There was gesture detection
feedback, allowing for when a user approaches the vending machine and makes a gesture
the LCD screen provides feedback to acknowledge the gesture. An example of that can
be “Gesture was detected! Please wait”. On the product selection screen once the user’s
gesture is detected the LCD screen does display available products, allowing the user to
select.

After a product is selected, the LCD screen then shows the user the selection and prompts
the user to confirm the purchase. This confirmation prompt can be along the lines of,
“You have selected Snack C. Confirm purchase.” At the end of this process, the LCD
display did confirm the transaction success, the LCD screen did display a success
message. The message could read, “Transaction was successful. Please grab your item.”
One of the last things the LCD screen has is error handling. If any case of errors or
malfunctions are detected by the vending machine during the active state, the LCD screen
did display an appropriate error message to alert the user.

Figure 7.4.1: Layers of a GUI based on a Windowing system.
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7.5. Fan System Design
The fan system for the hand gesture vending machine is yet another important piece of a
component needed for the success of this project. The job of the fan(s) was to have air
circulation inside of the vending machine unit in order to keep the insides of the various
components cool. Having air circulating through the vending machine allows for
components to not get overheated, especially the Jetson Nano. The Jetson Nano did run
heavy and fast machine learning code needed to detect the hand gestures from the user.

The design for the fan system was based upon how we decide for the fan to operate. We
can either set the fan up through the Jetson Nano or using the microcontroller. In terms of
using the Jetson Nano with the fan (CFM-A225C-115-287-20) it did be a matter of just
configuring connections, this did require minimal to no code. Setting up the fan with our
ESP32 did require analog pins connection and coding. There are a few online resources
for the software used to set up and control the fan. The fan system design using the
ESP32 would consume less power compared to the Jetson Nano.

The design behind the fan system did fall on the code needed for it. The fan did run for as
long as the hand gesture vending machine was functioning. When the vending machine is
on and powered the fan is constantly running to provide air circulation and to make sure
components are not overheating inside of the vending machine unit. Once the front IR
sensor can pick up the initial gesture, the Jetson Nano then activates to start the machine
learning algorithms while the fan is running. As stated, before the Jetson Nano did run
very fast machine learning programs so it did need to be able to function correctly while.

Figure 7.5.1: Fan System Flowchart.
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7.6. Object Detection Design
The camera and object detection system for the hand gesture vending machine are very
important components directly tied to the success of this project. The object detection
system’s job is to be able to distinguish between multiple different set hand gestures
including one, two, three, four, a thumb up, and a thumb down. The camera is the eyes of
this system; the way that all the hand gestures were captured did be on this camera.

After the front IR sensor detects a person, the system, including the camera and therefore
the object detection, will be turned on. The user did be prompted to make an accepted
hand signal and after the user does this, the accepted hand signal did be converted into a
signal and this signal did be sent to the microcontroller to produce the corresponding
output whether that be turning the motors on, restarting this process, or making the
vending machine turn off.

Figure 7.6.1: Object Detection Flowchart.

7.7. TX/RX IR Sensors Design
The original software design concept we had for the TX/RX IR sensors involved the
STM32F429ZI. The concept involved programming the microcontroller to enforce for
the transmitter to send a high signal to the receiver and if it does for it to blink a red LED.
There were a few issues that arose such as limited online examples, and too many GPIO
pins just to name a few. Changes had to be made.
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With some research we found that the best microcontroller for our project was an
ESP32-WROOM-32. This board has enough pins needed for the success of this project.
With a CPU speed of 2.4 GHz and supporting Arduino IDE, this allows for us to utilize
the online resources related to the TX/RX IR Sensors. The ESP32 has much
documentation and a community of people to help online.

The TX/RX IR sensors software design with the ESP32 is with the purpose of checking
for a product's availability. If there is an item available, the receiver will be blocked by
one of the products. If the product is not available, the receiver did catch the transmitter’s
signal and inform the ESP32. To achieve this the code did require some if statements with
conditions in regards to whether or not there is an available product.

7.8. Motor Design
The motors used for this software design were the G12-N20 Geared Mini DC Motor.
With a torque of two kilogram-centimeters and a stall torque of sixteen
kilogram-centimeters these motors did be able to move the vending spirals with little
trouble, as they would barely weigh a single kilogram.

The software design for the motors did also probably require a motor driver. The motor
driver allows us to drive two DC motors simultaneously. With the code required to run
the motors there are a few things we’re looking to do, control speed and direction. By
declaring motor pins we’ll then be able to manipulate the motors. With some line of code
we’ll be able to move the DC motor forward at a maximum speed, stop the DC motor,
and move the DC motor forward with increasing speed.
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7.9. Software Used

Software Description

Arduino IDE

Arduino IDE is an open-source integrated development environment used
to write and upload code to Arduino and compatible microcontroller
boards. It simplifies the process of code writing for Arduino projects.
This was used for the programming of the ESP32 microcontroller using
the C language.

Autodesk
Eagle

Autodesk Eagle is a PCB design software widely used for designing
schematics and circuit boards. It provides a comprehensive, easy-to-use
suite of tools for PCB design.

Diagrams.net

Diagrams.net is cross-platform graph drawing software developed in
HTML5 and JavaScript. Its interface can be used to create diagrams such
as flowcharts, wireframes, UML diagrams, organizational charts, and
network diagrams. Some of the flowcharts were created using this
software.

Draw.io
Draw.io is much like Diagrams.net, and was also used in earlier flowchart
creation.

Solidworks 3D Modeling software to use for 3D printing.

STM32CubeI
DE

STM32CubeIDE is a free cross-platform Integrated Development
Environment (IDE) to configure, develop, build, and debug STM32
microcontroller applications. It simplifies STM32-based development.
This was used during the first half of our project when we were using the
STM32F429ZI.

Ultra
Librarian

Ultra Librarian is a software used to create and manage CAD models of
electronic components. It provides access to a vast database of electronic
components for use in PCB design.

VS Code

Visual Studio Code is a source-code editor developed by Microsoft. It
includes support for debugging, embedded Git control, syntax
highlighting, intelligent code completion, snippets, and code refactoring.
Visual Studio was used to create a GUI, build our website using HTML
and CSS, and for machine learning algorithms.

Table 7.9.1: Software used to create the Hand Gesture Vending Machine.
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8. Optical Design
For the Hand Gesture Vending Machine, there are several optical components that are
important to talk about and put into position. Chief among them is the lens system, which
is critical for maximizing the efficiency of the object detection’s graphical processing
power. Following that are the front-facing infrared detector and the internal infrared
transmitters and receivers, which both are similarly important - though debatably less so
than the lens system proper.

8.1. Camera Lens System Design
The lens-based optical system attached to the camera is intended to make it so the small,
sub-centimeter sensor can efficiently observe hand gestures while minimizing wasted
pixel space and maximizing the size of the image. By cutting down on wasted pixels, the
Object Detection did operate faster than it normally would, and by maximizing the image
size it should make it easier for the Object Detection to determine the nuance of the
gesture.

To help, the lens system was mounted near the top right corner of the device - to the
perspective of the observer - to allow the consumer to simply raise their hand while
looking into the Hand Gesture Vending Machine rather than having to awkwardly
position themselves elsewhere. Additionally, this allows for most people to easily lift
their arm at the elbow rather than at their shoulder to get their hand within range of the
camera.

8.1.1. The Lenses
Within Section 3.2.2., the decision regarding the material of the lenses themselves was
made and selected as N-BK7. However, functionality details regarding this material were
limited within that particular section for the sake of discussing the design in more detail
here. Below is a set of tables to show the exact properties of NBK-7, as well as the
specific lenses that we have come to use for our final lens system design.
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Common Specifications (Uncoated N-BK7, A-Grade) [12]

Wavelength Range (Δλ) 350 nm - 2.0 μm

Design Wavelength (λPeak) 633 nm

Index of Refraction (n) 1.515 (@ 633 nm)

Surface Quality (Scratch) 40

Surface Quality (Dig) 20

Surface Flatness (Plano) λ / 2

Surface Curvature (Concave/Convex) 3 * λ / 2

Surface Irregularity (Peak to Valley) λ / 4

Abbe Number 64.17

Focal Length Tolerance ± 1%

Table 8.1.1.1: Mathematical Specifications for Uncoated N-BK7 Optical Lenses.

Item
ID

Manufacturer Lens
#

Diameter
(mm)

Lens
Type

Focal
Length
(mm)

Back
Focal
Length
(mm)

Radius of
Curvature

32-014 Edmund
Optics

1 12 Bi-Con
vex

12 10.79 15.34

48-682 Edmund
Optics

2 9 Bi-Con
cave

-18 -18.49 -18.86

45-292 Edmund
Optics

3 9 Plano-C
onvex

45 43.98 23.26

32-968 Edmund
Optics

4 9 Bi-Con
vex

+18 17.12 18.15

Table 8.1.1.2: Table of Lenses to be used in the Hand Gesture Vending Machine.
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8.1.2. Optical Design Formulae
The fundamentals of lens system design lie within Geometric Optics. Or to be more
specific, they lie within the optical design equations which came together from the study
of Geometric Optics. The study of Geometric Optics is primarily interested in the
formation and modification of the image formed from an object through optical mediums
like lenses, apertures, and more.

Most critical to lens system creation is the Lens Maker’s Equation. The Lens Maker’s
Equation is a relatively simple formula that relates the physical properties of a lens to
Focal Length, finding one or the other based on available data. Every lens system makes
use of this formula, the data critical to ray tracing the final design. The formula is as
follows:

1
𝑓 = (𝑛 − 1)( 1

𝑅
1

− 1
𝑅

2
)

Where f represents the Focal Length of the lens, R1 and R2 represent the respective Radii
of Curvature of the two Lens Surfaces - in the order of light impacting it - and n is the
Refractive Index of the lens. We can then use the calculated Focal Length to find the
position of the image related to the object, via the Image Position Equation.

The Image Position Equation, known as the Gaussian Lens Equation, is used to locate the
Real Image relative to the Position of both the Object and the Focal Length of the lens
itself. This equation is fundamental to calculating image formation for just about every
optical lens system, as without knowing the location of the Real Image, there is no way to
know where to position the Object and lens without guesswork. The formula is as
follows:
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Where f is the Focal Length of the lens, S1 is the distance from the Real Object to the
lens, and S2 is the distance from the lens to the Real Image formed by said lens. There are
many uses for this simple and intuitive formula, but for our purposes we did only make
use of it technically for two reasons. The first reason is to help position the initial lens
with the camera. Following that, the second reason is for the final system’s Focal Length,
following the final system calculations and lens placements.
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Figure 8.1.2.1: Visualization of the Gaussian Lens Equation.

The final equation particularly significant to the optical lens system design for the Hand
Gesture Vending Machine is the Magnification Equation. When an Object is observed
through a lens system, the resulting Real Image is rarely the same scale as the Object
itself; this is due to the shifting of light via the different Refractive Indexes and the Focal
Length(s) of the lens(es) in use. This is how a magnifying glass offers a close-up view, as
well as how telescopes and microscopes are both capable of incredible zoom - but on
different scales and for different purposes. The Magnification Equation makes use of the
relationship between the distance between the Real Object and lens, as well as the
distance between the lens and the Real Image in order to calculate the Magnification
Factor. The formula is as follows:

𝑀 =
−𝑆

2

𝑆
1

= 𝑓
𝑓−𝑆

1
=

ℎ
𝑖

ℎ
𝑜

Where M represents the Magnification Factor - which can be either positive or negative -
f is the Focal Length of the lens, S1 is the distance from the Real Object to the lens, S2 is
the distance from the lens to the Real Image, hi is the Image Height, and ho is the Object
Height. For our purposes, we actually know our Magnification and a range for S2, and are
instead working backwards from M towards what S1 would equal within the range of
desirable S2 values.

8.1.3. Preliminary Data Calculations
From the offset, we had a list of constraining data parameters that influenced the final
optical lens system design. The Hand Gesture Vending Machine, as it’s being designed
with the idea of actually functioning as a vending machine in mind, would specifically be
operated within a limited distance range. As such, various values were put together from
both available empirical data and general personal experiences with vending machine
use.
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Data Data Type Value Source/Reasoning

Operating Range
(S2, Final)

Length ~25 cm - 50 cm Personal
Experiences

Object Height (ho)
[Camera Size]

Length 6.45 mm (Vertical)
3.63 mm (Horiz.)

Camera Datasheet
Calculation [46]

Image Height (hi) Length ~17 cm - 25 cm
(Vertical)
~7 cm - 10 cm
(Horiz.)

Average to Large
Size of Adult Hand
[94]

Magnification (M) N/A ~30 - 35 Formula
Calculation

Estimated Required
System Focal

Length

Length ~11.4 mm
@ S2, Final = 40 cm

Formula
Calculation [95]

Table 8.1.3.1: List of Preliminary Data for Lens System Creation.

Given the value for Operating Range, we set that aside and worked backwards from the
pixel size and pixel count of the camera sensor to calculate the exact length and width of
the sensor area itself. From there, research was done to calculate the average size of an
adult male hand - as well as the average large size, just in case [94]. From there,
Magnification could be calculated given both Object Height in the camera sensor
dimension and Image Height in the hand dimensions. Making use of existing calculators
to help determine system parameters, the final pieces were able to come together for a
required System Focal Length at around 11.4 millimeters [95].

From here, lens system testing was started with a twelve millimeter (12mm) Focal Length
Bi-Convex lens. Due to limitations in the manufacturers, this lens is also twelve
millimeters (12mm) in Diameter - though this was unnecessary. A simple two-lens
system using a large negative Focal Length Bi-Concave lens with the larger Bi-Convex
lens managed the scale, but the Image formed on the same side as the Object rather than
opposite of it. So the second lens was supplemented by two more, intended to help focus
the design. This is where our success lies, with the four-lens system. A significant
advantage of this many lenses was the ability for micro-adjustments - so long as a proper
casing could be made, a few slight adjustments in the design could allow for significant
clarity. Of particular note are the second, first, and fourth lens; these are the three lenses
with the most significant change in final image position, from most to least significant.
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8.1.4. Final Lens Design

Object Part # Distance Distance from
Last Object

Camera N/A 0 mm 0 mm

Lens 1 32-014 6.5 mm 6.5 mm

Lens 2 48-682 11 mm ~0.65 mm

Lens 3 45-292 13mm ~0.5 mm

Lens 4 32-968 16 mm ~0.5 mm

Table 8.1.4.1: Data on Lens Part IDs and their Positions in the Lens System.

Figure 8.1.4.1: Simulation of the Hand Gesture Vending Machine’s Lens System [96].

Operating Range (S2, Final) Image Height (hi) Magnification (M)

25 cm 18.8 cm ~29.147

30 cm 22.6 cm ~35.039

35 cm 26.39 cm ~40.915

Table 8.1.4.1: Comparison of Hand Distance from frontmost lens to Real Image Height
and Approximate Magnification Factor.



Project Documentation Group 1 112

8.2. Infrared System Designs
In comparison to the complicated four lens system, the Infrared design is significantly
simpler to cover. It can be split into two parts: the external front-facing infrared sensor,
and the internalized infrared transmitters and receivers. These components do not require
significant optical calculations or background to be used, but their functionality as optical
elements is still important to expand upon with reference to this project.

8.2.1. Front-Facing Infrared Sensor
The first component of the two is the front-facing E18-D80NK Adjustable Infrared
Proximity Sensor. This sensor works off of a diffuse reflection style detection system,
making use of modulated infrared signals in order to even work in environments with
heavy presence of existing infrared sources, such as the Sun in the case of outdoor
operation. Diffuse Reflection means that it is specifically detecting when the
electromagnetic wavelengths the sensor emits are reflected back towards it, which is
particularly effective against large targets (like a body) or smooth surfaces. This
reflection did then trigger the sensor to send a signal to the microcontroller, which did in
turn activate the camera and Object Detection.

Figure 8.2.1.1: A Visualization of Diffuse Reflection.
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8.2.2. Internal IR Transmitters and Receivers
The other half of the two infrared portions of the design are actually a pair of components
acting in tandem. The HX-35 Infrared Transmitter and HX-M121 Infrared Receiver are a
duo of components designed to transmit and receive infrared light from one another. The
light is transmitted via LED, and the light is received via photon absorption through a
photodiode. The intention behind using these is to place a transmitter-receiver pair for
each snack item ‘tunnel’; if placed at the front, they can read if there’s a snack blocking
their line of sight, marking the stock as ‘full’. On the other hand, if there is nothing
blocking the line of sight, the snack would be considered ‘out of stock’ and marked as
such when a person tries to ‘buy’ it from the device.

Figure 8.2.2.1: An example of an Infrared Transmitter-Receiver combination.
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9. Testing and Quality Assurance
Before and even while we put together the components of the project, there are important
steps we must take to protect ourselves from wasted time and resources. Namely, testing
the components and confirming that they can consistently do the tasks they are built for.
For each component and each branch of the project, this is reflected differently, but the
fact remains that all of them require testing and quality assurance in their own ways
before the whole design can be brought together.

Even when the design fully comes together, final functionality and benchmark tests must
be done to confirm the Hand Gesture Vending Machine well and truly works properly.
But no matter what, we should not begin work on the final design until after we have
confirmed that the individual components can properly communicate and work with what
they are built to.

9.1. Hardware Testing
When it comes to hardware testing, it’s a matter of working with not just the components
on an individual level, but also confirming the the components work with the
microcontroller proper as well. The easiest way to accomplish this is to start with the root
of all the components and work from there. As such, testing starts with testing the power
supply and the voltage regulator boards that have been built for the express purpose of
stepping down the still too-high voltage of the power supply. This far, we have
accomplished the former, but lack the boards to confirm the latter beyond simulation
tests. However, given the simulations work, we have decided to continue on with testing
the various components. As an aside, when given the chance, we did go back to confirm
the functionality of the voltage regulator boards directly.

Following this initial test is a battery of tests for the components that don’t necessarily
need to be connected to the microcontroller or the AI Development Kit to prove
functionality. This includes the front-facing infrared sensor, the LEDs, and the motors.
For all of these, tests have been - not just independently, but also while in the same circuit
to prove cross-component functionality. Given all of them operate solely off of voltage
and without need of data connections, however, that degree of accessibility is to be
accepted. Future testing has to be done with using these components with a
microcontroller, but it all looks very promising.

Then there is the AI Development Kit and the components that link directly to it. The
Nvidia Jetson Nano needed a special microSD card with proprietary software to allow the
storage chip to be used for booting off with just the Jetson Nano itself - and the chip.
Following this bootup, code could be run to show the AI Development Kit’s
functionality. This includes the ability to run a fan autonomously - and more importantly,
it could successfully run the camera module. The IMX708 is a newer module of camera,
and we were initially uncertain as to whether or not it would work with the Jetson Nano,
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so the immediate success has been significant for us. Arducam, the manufacturer of the
camera module, provided detailed instructions to install the necessary drivers to ease the
difficult process. After that, by using a command-line camera capture application,
ngstcapture we got an image from the camera module through the SPI port.

Following this is testing on the components that do require microcontroller support to
function; the screen, the fans, the infrared TX/RX, and the microcontroller-Dev Kit
intercommunication link. Out of all of these, we have tested two and only one of the two
functions at this moment. The fans work exactly as intended, spinning on command. The
screen has yet to be put through its paces, and the microcontroller itself has not been set
up for communicating with the Nvidia Jetson Nano quite yet. As for the infrared TX/RX,
it simply did not cooperate at the time.

For the recent future, we intend to test the yet-to-be tried screen and communication link.
We additionally intend to work through the difficulties we’ve faced with the infrared
TX/RX, and follow up with the results of those tests. Finally, when the PCB is designed
and within our grasp, we did begin full-scale testing with the components - including
practice runs of full functionality.

9.2. Software Testing
The Jetson Nano is an affordable option to AI projects, there exist many open source
applications and demos that use object detection, with the Jetson Nano and even hand
gesture detection. We can use these already established algorithms as a template to get the
AI software section of the project done faster; downloading and installing the prerequisite
software can be time consuming and learning all the special cases and nuances of the
python programming language, with the deep learning focus, would prove to be rather
cumbersome. However, when considering the magnitude and impact of the AI software
on the project, a high level of understanding is needed. This same logic cannot apply to
the microcontroller; the microcontroller is much less complex and slightly more niche
and therefore, the microcontroller did need to be mastered in the next progression of this
project.
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Figure 9.2.1: The hand gesture model accuracy

When considering the testing of software, the software development team mulled over all
the different subsystems in the project, including, but not limited to, the camera
subsystem, the IR sensor subsystem, the transmitter and receiver subsystem, the AI
subsystem, and the fan subsystem. The software development team came to the
conclusion that we were grouping multiple subsystems together, in the testing phase, and
testing them in conjunction. In one group, the notable members are the camera and the AI
software. In this group, the testing did include the distance at which the camera, and
object detection software, did be able to pick up on hand gestures. This is important
because the person displaying the hand gestures should be able to be a reasonable
distance away from the machine; not too far and certainly not too close. In the next
group, the notable subsystems are the fans and the IR sensor subsystem. In this group, the
testing did include the ability to get a pulse from both subsystems. The testing also
includes adjusting the component-specific traits for both. For the fan subsystem,
adjusting the component-specific trait would include adjusting the speed of the fan to our
liking. For the IR sensor subsystem, adjusting the component specific trait would entail
changing how far or close someone would have to be for the IR sensor to pick it up. The
last notable subsystems receiving software testing were the IR transmitters and receivers.
This testing, for the software development team, did entail performing communication
protocols on the transmitters and receivers and, firstly, seeing if they work, but more
importantly, testing if they can communicate through a folded piece of paper. This is
important because the purpose of the transmitters and receivers, in this project, are to
keep track of stock and if they are able to transmit and receiver through a piece of paper,
they are not communicating properly.
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9.3. Optics Testing
When it comes to testing the pure optical elements of the Hand Gesture Vending
Machine, it’s fairly simple. A vast majority of the testing is simply a matter of confirming
the mathematics and simulations, which is done via putting the optical lens system
together, mounting it into a casing, and confirming that the resulting images coming from
the camera sensor are within the right range and magnitude. If it’s slightly off, then all
that needs to be done is remake the casing with slightly different ranges.

At the current moment, testing is impossible due to the lenses having shipped late.
However, testing did begin once the lenses are in and the 3D printed mold is confirmed to
snugly fit them all. Once the quality of the system is assured, it will be set aside for
full-system tests and full-functionality run-throughs once we have done sufficient work
with the PCB design iterations and software development. Once more information on the
functionality of the system is gathered, this will be updated accordingly.

9.4. Complications in Testing
During the testing phase of our project our main objective was to be sure that our
components were working accordingly. During testing a lot was learned about certain
components, particularly the microcontroller. The microcontroller has a lot of extra GPIO
pins which is great, but at the same time there are a lot of data sheets to have to go
through to pinpoint the exact pin you need to use. Another thing presented during the
testing phase was the lack of examples for certain objectives the group was trying to
satisfy. For instance, there were not many videos or tutorials on certain mechanics we
wanted to achieve with the STM32F429ZI, our chosen board. For simple mechanics such
as using the microcontroller to move the motors, connect to a LCD screen, and transmit
data between an IR transmitter and IR receiver.

Through testing and advice from Dr. Weeks, it was best to switch our microcontroller to
the ESP32, which was already a microcontroller we were interested in based on the
research that was done. A lot of trouble that was run into when trying to test the
STM32F429ZI was when we wanted to transmit data from the IR transmitter to the IR
receiver. Logic wise the code did seem as if it was correct and the components on the
circuit board were properly set up but we were still running into error transmitting that
data. The logic behind the code was to connect the transmitter to an GPIO output pin,
then connect the receiver to a GPIO input pin.

Once that was done then put a 1 in the transmitter and you should get a 1 in the receiver
and the logic behind that was if that happened there would be a red LED that would
toggle on the microcontroller. The red LED seemed to always toggle no matter what,
even if the transmitter or receiver were unplugged from the breadboard, concluding that
no actual data was being transmitted between the two components. One thing that was
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accomplished with the STM32F429ZI was a simple program to blink two LEDs with a
delay.

Another complication in this project stemmed from the Jetson Nano as a whole; the
Jetson Nano had a dependency issue. For the software team’s object detection app, they
needed a certain set of available packages and versions of those packages. For example, a
certain version of Tensorflow and Tensorflow Lite was needed, a certain version of
Python was needed, and a certain version of Keras was needed. However, to download
even one of these, the team had to attempt to go against what the Jetson Nano operating
system allowed. For example, the software team, first, attempted to download Ubuntu
20.04 on the Jetson in order to get Python. However, to do this, the whole Chromium
browser had to be completely removed from the system, and when the Chromium
browser is removed, the apps on the desktop basically lock themselves. This aspect of the
apps locking themselves caused there to be problems with accessing the terminal and
problems installing any new package. This same idea of downloading one package only
to essentially lock out all the other packages was the whole issue with the Jetson nano.
This issue even caused problems with the camera; when the Ubuntu version was updated,
that caused the camera to become an issue as well. Due to all the issues connected to the
Jetson Nano, it was decided that the best course of action was to switch to the Raspberry
Pi.

Communication was another point of complication that we failed to solidify in Senior
Design 1. We knew the ESP32 had the SPI, WiFi, and I2C protocols built in so we knew
we were probably going to use one of those methods. However each one gave us unseen
complications. First, the screen used SPI so our SPI pins were already being used.
Secondly, we got WiFi working very well. It was honestly really cool, we were about to
control the motors through a web server. However, we soon found out that using WiFi
disables some of the pins used for SPI and we decided we really needed the screen so we
abandoned WiFi. Lastly, I2C gave us the most trouble because theoretically it should
have worked but it was incredibly unreliable. It would work perfectly for a few minutes
then crash the software on both sides randomly and since the gesture recognition code
takes a considerable amount of time to start up, we can’t have it crashing. We even
verified that the signal was clean and defined on an oscilloscope so the whole issue could
have been something with that particular ESP32 but we couldn’t waste any more time on
that. The solution we did find worked was to use the GPIO pins on the Raspberry Pi
connected to free GPIO pins on the ESP32. Using just three wires (and a ground wire),
the Raspberry Pi can send 2^3 different signals barring the no signal, bringing us to 8
binary-like signals. Four of the signals are used for sending the final selection of the user
to the ESP32 to vend.

Our first PCB designs had issues, which can be seen in Figure 9.4.1. The biggest of
which were airwires. Soldering wires to the floating ground planes did get it to run and be
programmable. However there was an airwire on the regulators very close to the regulator
integrated circuit that was very difficult to fix and once that regulator stopped working
we needed new designs. They stopped working the next day.
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Figure 9.4.1: The first working PCB design

At this point we decided to drop down our input voltage from 24V to 12V. It became very
apparent that this was the best decision when finding a suitable 24V to 3.3V became very
difficult. Also it seemed like we were the only group using 24V. All new designs were
made along with a new secondary board too. It was made to be a very cheap board that
has the connection points for all of the motors and sensors that go back to the ESP32.

Figure 9.4.2: The final PCB design

These new designs worked extremely well. None of the regulators went bad, in fact we
used the same regulators from first testing the new designs to our showcase day. Another
new feature of the new main board was that the screen connections were all next to each
other to match our screen perfectly. That made it so we could connect the screen in
seconds rather than minutes.
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Figure 9.4.3: Inside of the machine

The inside of the machine along with the Raspberry Pi 4 (left) and the main board and
secondary board can be seen in Figure 9.4.3. A 3D printed mount was created for each
part to not have the PCB be touching the chassis. The Raspberry Pi is being powered by
our 5V regulator through a barrel jack to USB C cable like originally planned.

Figure 9.4.4: Final product

Figure 9.4.4 is a picture of our final product of our project. The screen on top of the
machine is only displaying the HDMI out of Raspberry Pi so we can verify the gesture
recognition code is running.
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10. Administrative Content

10.1. Milestones
Milestones for the project need to be set in order for a smooth completion of the project.
To keep in line with these Milestones, individual deadlines are to be set so that falling
behind does not occur. As of yet, no deadlines have been missed, and we intend to keep it
that way. There were at least weekly meetings - with the possibility to expand into
bi-weekly meetings - in order to discuss progress in person to help facilitate this, as well
as constant team communication availability via a discord server. These, alongside peer
review of the work done, did ensure that things did not go awry - or at least, not for long.

Tasks Start Date Planned End Date Actual End
Date

D+C 10 Page 1/18/2024 2/02/2024 2/01/2024

60 Page Draft 2/01/2024 3/29/2024 3/29/2024

Purchase All*
Components

4/1/2024 4/15/2024 4/15/2024

120 Page Final
Document

3/29/2024 4/23/2024 4/23/2024

PCB Design 03/29/2024 4/30/2024 6/29/2024

PCB Ordering 4/30/2024 5/7/2024 6/29/2024

PCB Testing 5/14/2024 6/29/2024 7/19/2024

Table 10.1.1: Milestones.



Project Documentation Group 1 122

10.2. Bill of Materials

Part Name Manufacturer Part ID Part Type Quantity Cost

24V Adapter
Converter

ALITOVE ALT-2406 Power Supply 1 $25.55

12mm Dia.
Bi-Convex

Lens

Edmund
Optics

32-014 Lens 1 $31.00
+
$28.50
+
$29.50
+
$29.50
+
Ship.
+
Tax

=
$135.20

9mm Dia.
Bi-Concave

Lens

Edmund
Optics

48-682 Lens 1

9mm Dia.
Plano-Convex

Lens

Edmund
Optics

45-292 Lens 1

9mm Dia.
Bi-Convex

Lens

Edmund
Optics

32-968 Lens 1

840 Pcs Jumper
Wires Kit

/ / Breadboard
Jumper Wires
Kit

1 $7.99

38khz IR
Sensor Module

/ HX-35 /
HX-M121

IR Transmitter
and Receiver
Pair

10 Each $17.99

Adjustable
Infrared Sensor

NOYITO E18-D80NK Diff. Reflection
IR Sensor

1 $6.99

Camera
Module 3

Arducam IMX708 Camera 1 $26.61

Figure 10.3.1: Bill of Materials, Part 1.
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Part Name Manufacturer Part ID Part Type Quantity Cost

ESP-WROOM-
32

HiLetGo WROOM-32 Microcontroller 1 $9.99

Geared Mini
DC Motor

Handson
Technology

G12-N20 Mini DC Motor 5 $22.45

Jetson Nano NVIDIA / AI Dev Kit 1 $108.11

Solder Wire TOWOT SW-0850 Solder Wire 1 $6.99

Solder Wick TOWOT SW-3030 Solder Wick 1 $6.99

TFT LCD
Screen

Hosyond / LCD Screen 1 $20.22

Raspberry Pi 4 Raspberry Pi / AI Dev Kit 1 $65.76

Total / / / / $460.84

Table 10.3.2: Bill of Materials, Part 2.
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11. Conclusion
The Hand Gesture Vending Machine is a project designed with three majors, some
disciplines, and many skills in mind. Some skills and disciplines we have come into the
project with, others have come through the trials and tribulations this project has
presented us with - or did present us with. Even as the first half of the project comes to a
close, it’s been a great learning experience for us all.

We are a team of two Electrical Engineers - one of which is dual-majoring for Photonic
Science and Engineering - and two Computer Engineers. A majority of the fields cluster
together under the same, closely knit umbrella of blending hardware, component design,
and software for their goals. However, this umbrella has expanded, and with it has come
new strengths and pieces of interdisciplinary education that we did take with us as we
move forward.

Speaking of moving forward, our skills when it comes to design and practical application
of the theoretical have already been repeatedly put to the test - both proving ourselves in
the paper-writing and in component functionality - yet we’ve only just landed our feet on
the ground. The running comes next, taking these recent but rapidly improving skill sets
and putting them to the test over the next semester. We’ve already started taking those
first steps; components and design philosophies we haven’t considered before are being
taken into account, and we are adapting instead of floundering.

As a group, we have been united from the beginning. Coordination has been a strong suit
and that has, without a doubt, kept us ahead of the game on more than one occasion. Our
willingness to trust one another to get our parts done and to pick up slack when one of us
struggles has also been a significant factor, making sure that any difficulties we may
individually have won’t hurt us all in the long run. We’re sure to be successful if we can
keep it together through the next semester.

To surmise, the Hand Gesture Vending Machine did be the work of four students working
as one, with many smaller pieces coming together and becoming something far greater -
just as we have. Just as we will continue to do.
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