Detecting Explosive Material
via Optical Systems Observing
—  the Behavior of Bees
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Overview and Motivation

Detection Technology is critical for security. However, it tends
to be expensive or limited in some way:

Dogs and Mice require months of effort, trainers to bond
with, and thousands of dollars, plus upkeep with
specialized diets.

PIDs only ever detect a handful of compounds, and it
must both be attuned and a filter paid for.

GC-MS machines and ETDs are exceedingly expensive.

Bees mostly circumvent these issues:

e They take hours to train, which lasts for four to five
days.

e They cannot be trained for multiple compounds at once,
but multiple groups of bees can be trained
simultaneously instead.

e Thetraining requires a lab setting, but no bonding or
attunement is needed beyond that.

e The cost of using the bees is only raised by the
technology used to house, transport, and observe them.



Goals and Objectives

The overall goal of this project is to create a handheld portable device used to monitor trained bees for
bomb detection. The device will be user-friendly and easily accessible given the user has access to
trained bees. The prototype device should help decrease overall cost and time in bomb detection.




Engineering Requirements
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The Bees

e  Superior Trainability.
e Small form factor vs Dogs.

e Equal vapor sensing threshold at 40 parts
per billion.




The Training the Bees

e Totrainthe bees, we have partnered with
Patrick Bohlen, the head of the bee research
division at UCF.

e The bees will be harvested from hive #2 at
Biological Observation Field Three.

e Trainwill be done by Nicholas Johnson
(speaking).

e  Previously was to be done with one of Dr
Bohlen’s grad students, but they became
unavailable due to family emergency.




The Training the Bees

The train will be done by Nicholas Johnson
(speaking).

After collection the bees will be refridgerated
to slow their metabolism and make them easier
to manipulate in to harnesses.

To pavlov the bees the will be exposed to liquid
TNT for 6 seconds at a time with the last 3
seconds of it being offered sugar water as a
reward.

Process takes about 4 hours for each bee.




Physical Design of the Device

e Hand-held.

e Compact.

e Light.

e Efficient airflow.

e  Two bee chambers.

e Visual Result Output located at the top.




Fabrication of Device Structure

The device is made to be extremely Section 1
modular in design.

This will allow onsite maintenance on the
device to be as efficient and streamlined
as possible and eliminate the risk of
workers opening the bee sensing areas
and unalignment of the optical
components.

Also offers an easy slide and lock
mechanism for loading the bees in.

Section 2




Detection Device
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Microcontroller (MCU)

e Controlsfan, IR sensor, LCD, and LED
sub-systems.

Chose ESP32.

Initial Choice was to use the chip on

Raspberry Pi 4 due to the RAM and

GPIO pin count that the dev kit provides.
e Hadto be changed for hardware and size

complications - Unois our third option.




Fans

Airflow control for sampling air around target.
Must be relatively small, but also have good
airflow and remain quiet - loud fans can disturb
the bees.

e Alloptions are small, so airflow and noise level
are the focus.

e NoiseBlocker XS2 best fits our needs.




LEDs

e The LEDs are intended for lighting and output
visualization.

e  Must be small and bright, while also having low
power requirements - good lighting is needed
for the camera system without using too much
electricity.

e Bojack Selected.




LCD

e ThelLCDisfor amore visually detailed output
visualization.

e  Must have sufficient resolution, while also
remaining small and having low power
requirements.

ST7920 controller for SPI communication.
Canaduino Selected.




Battery Pack selection

e Wanted to ensure battery provided enough
power while remaining slim.

e Initially selected Philips Respironics Battery
due to the team already owning one.

e Battery stopped functioning, so TalentCell is
our alternative.




Infrared Sensors

e Looking for consistent functionality in both
low-light and white-light environments.

e Absorption Sensors struggle to detect Bees;
Motion sensor is less accurate but works.

e HC-SR501 Selected.




Camera Selection

e MD310C-BS was the first choice,
ran into issues with the camera.
e Second choice was the Alvium 1500




Al Development Board Comparison

e Thedesign of the system uses two subsystems.
e One of the subsystems utilizes Object detection software for the bee proboscis.
e Since this requires decent computing power, an Al development board is being used.




NVIDIA Jetson Nano Development Board

Purpose:

e  Will execute object detection model on camera input and

return the results.
Utilizes GPU.

e Designed specifically for Al development.




Hardware Design Schematic

e ESP32

e LEDs

e IR Sensors

e Fans

e JestonNano
e LCD

e Switch/Button
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Hardware Design Schematic

e [ESP32

e LEDs

e |RSensors

e Fans

e Jeston Nano
e ILCD

e Switch/Button




LED Schematic

twelve LEDs.

Two 74HC595 shift registers.
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Fan Schematic
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IR Sensor Schematic
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Software Design

e  Our software designis split into two main parts: the embedded
programming, and artificial intelligence (Al).

e The embedded programming will control many of the functions throughout
our device and peripherals.

e  Our Al software will deal with machine learning algorithms and object
detection found within our camera system.



Software Design State Diagram
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Software Design Input Flowchart
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User Interface

e Wedecided to use two visual aid representations for our device.

e The LCD screen will show the results found from the IR sensor and
camera systems. It will also display statistics relating to accuracy and
response time.

e The LED interface will be made up of ten LEDs that will light up based
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Camera
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IR Sensor

Accuracy Percentage: xx%




Object Detection Model

e Thesecondary sub-systemis utilizing an object
detection model.

e Many models of object detection exist allowing
for choice.




Choosing Our Model

e Considered three separate models based off
FPS and accuracy.

e FPSand accuracy can vary depending on the
dataset used to train.

e  For fair comparison, the MS COCO dataset was
used.




YOLOv4

e YOLO (Youonly look once) is the object
detection model that is being implemented.

e Using both bag of freebies and a bag of specials
for dataset.

e Adatasetis being created to train the model for
our purposes.

]
: Input Backbone : Neek ) Dense Prediction 1| Sparse Prediction




Camera Input for ML
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Visual Spectrum Optical Design

The optical lens and camera system has been
perfectly optimized so that the camera can see
the tongue of the bee that ranges from 0.7 - 1

L 1.92
mm in thickness. i }6.6 c
The lenses are also optimized the accommodate \ ‘:;'9
the range of heights of the bees, from 3 -5 mm. Y l_Y_}
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Infrared Spectrum Optoelectronic Design

e Objects that radiate heat still have an optical effect - just not
(usually) on the visible spectrum.

e Beeproboscises emit a relatively small amount of heat - but
enough to be detected through photodiodes. This isn’t
feasible for Low-IR sensors, however, so for financial reasons
an alternative is used.

e IR canbe used for motion detection - like for doors and paper
towel dispensers.

e The motion from the proboscises will cause the sensors to
send an electrical signal, which feeds back into the
microcontroller.




Testing

For testing our explosive detection device, we'll
have several bags.

Half will be sprayed with liquid TNT to mimic
explosives found in more dangerous
circumstances.




Challenges and Triumphs

Challenges:

Initial uncertainty with project design.
Growing budget, lacking sponsor.
Infrared System complications.
CMOS Camera difficulties.

Training Object Detection without easy
proboscis access.

Microcontroller refusing to cooperate.

Battery failing on us.

Triumphs:

Visual Spectrum Lens System already
completed and ready.

Alternatives to live bees available for
detection training.

Existing backup options easing hurdles.

CNC Mill and 3D Printing Models
completed.




Budget (By 11/28/2023)




Progress

Progress

Research

Design

Part Acquisition

Testing

Total
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Thank you!

We appreciate your time and attention, and
we hope to hear back from you all.




